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Abstract: In this paper, we propose a new path-based multicast algorithm that is called Row/Column-First algorithm. The proposed algorithm constructs a set of multicast paths to deliver a multicast message to all multicast destination nodes. The set of multicast paths are all of row-first or column-first subcategories to maximize the multicast performance. The selection of row-first or column-first approaches is done based on the location of multicast source node i.e., how the multicast source is far from right/left and top/bottom margins of the mesh network. In this way, the proposed algorithm improves two performance criteria i.e., traffic and communication latency as compared with the well-known Column-Path multicast algorithm. In order to evaluate the proposed algorithm, an analytical model is developed to estimate the mentioned performance criteria. The modeling and simulation results show improvement of 10 and 20 percent on traffic and communication latency respectively for Row/Column-First algorithm as compared to the Column-Path algorithm.
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1 Introduction

As the number of cores integrated into multi-processor chips increase rapidly, scalability and fabrication problems of traditional communication architectures e.g. bus-based architectures, point-to-point architectures, and ad-hoc architectures are becoming challenging. Network-on-Chip (NoC) has been proposed as a promising solution to tackle these problems [1]. In this solution, packetized data are transmitted through an on-chip network to be delivered to on-chip cores. Due to wide spread usage of multi-thread parallel programs, data transmission from one source core to multiple destination cores is frequently seen in NoCs.

This type of packet transmission which is known as multicasting extremely affects the efficiency of the whole chip. Many researchers has been considered design and evaluation of multicast algorithms for NoCs [2-6]. Based on these work, multicast algorithms may be divided into three categories: unicast-based multicast algorithms [4,7], tree-based multicast algorithms [2,4,8], and path-based multicast algorithms [12-24].

Path-based algorithms are deadlock/livelock-free; have a much lower blocking probability than tree-based algorithms making them a good candidate for wormhole switched NoCs [12,13]. Several researches have been conducted to shortage the multicast path in path-based multicast algorithms [12-24]. To do this, destination nodes can be divided into some distinct subsets at the source node; then copies of the multicast message are routed through disjoint multicast paths to deliver the message into each destination subset [12].

The contribution of this paper is two folds. First, we propose a new path-based multicast algorithm which is called Row/Column-First algorithm. This algorithm reduces two performance criteria: traffic and communication latency with respect to the well-known Column-Path (CP) multicast algorithm [13]. The traffic parameter is calculated as the average number of messages the algorithm sends throughout the network and the communication latency is calculated as the average of hop count steps across the network. Second, an analytical performance model is proposed in this
paper which estimates both traffic and communication latency parameters for the proposed and the CP multicast algorithm.

The rest of this paper is organized as follows. Section 2 describes the related work. Section 3 introduces path-based multicast routing algorithms. The modeling of the CP multicast algorithm is presented in Section 4. Section 5 proposes and models the new proposed algorithm. Section 6 offers simulation results to verify modeling, Section 7 concludes the paper.

2 Related Work

In parallel computing multicast communication is being increasingly demanded in which the same message is delivered from a source node to an arbitrary number of destination nodes. Most existing parallel computers support only unicast communication in hardware environment. Therefore, multicast must be implemented by sending multiple unicast messages in software environment. In unicast-based multicast algorithms, the source node sends the multicast message to the set of destination nodes using some one-to-one data transmission. In fact, the multicast message is replicated and each replication is sent to a particular destination node [7]. Obviously, unicast-based algorithms imposes time complexity of $O(N)$ to accomplish the multicast operation where $N$ is the number of multicast destination nodes. This time complexity increases the network communication latency and degrades the network performance [2,4].

Tree-based multicast algorithms construct a spanning tree to deliver the multicast message to all multicast destination nodes [8-11]. The multicast source node is considered as the tree root while destination nodes are either intermediate nodes or leaves of the tree [8,9], [10,11]. These algorithms may create branches at some intermediate nodes leading to messages being duplicated in cross-path points. Since for a successful multicast routing, all the paths should be available at the same time, it is highly probable to have messages blocking in tree-based multicast algorithms under wormhole switching [4,12].

In path-based algorithms [12-24], there are no branches but some paths should be constructed to deliver multicast message to all destination nodes. A sorted list of destination addresses is embedded in the header of multicast message. The multicast message is routed along the path until it reaches the first destination of the list; the message is delivered both to the local core and to the corresponding output channel to continue its path toward the next destination of the list. In this way, the message is delivered to all specified destination nodes of the list i.e., a path is formed between the source node and the last destination node of the list. Two heuristic multicast wormhole routing algorithms is established as the Hamiltonian path algorithms in [12]. The Dual-Path (DP) routing method allows up to two paths, while the Multi-Path (MP) routing method allows up to $d$ paths, where $d$ is the maximum number of outgoing channels in the source node. In [13,14], the CP algorithm is proposed which partitions the set of destinations of a multicast message into at most $2n$ subsets ($n$ is the number of columns in the mesh), such that there are at most 2 messages directed to each column. Only one message is sent to a column if all destinations in that column are either below or above the source node; otherwise, two messages are sent to that column. The CP algorithm is compatible with the popular E-Cube unicast algorithm. A multicast path-based algorithm which is referred as the Qualified Groups (QG) is presented in [15]. Through the QG algorithm, the destinations nodes are divided in a way that the traffic load on network channels will be balanced during the propagation of the multicast message. The authors of [17] have proposed a distributed optimal routing algorithm that balances the traffic load along multiple paths for multiple unicast and multicast scenarios. Multicast routing algorithms based on a Hamiltonian cycle model have been proposed in [18,19]. The Hamiltonian cycle model compromises between cost and efficiency for multicasting in symmetric networks (e.g. torus networks and star graph networks). In Hamiltonian cycle model, a symmetric network is partitioned into subnetworks with virtual channels to avoid deadlock.

In [20,21], a low distance path-based multicast scheme is proposed which takes advantage of the network partitioning. The proposed algorithm utilizes of an efficient sorting algorithm for ordering the destination nodes to algorithm to achieve better power performance compared to the traditional path-based multicast algorithm. Recursive Partitioning Multicast (RPM) routing algorithm was proposed in [22]. The RPM algorithm performs the routing decision based on the current network partitioning i.e. allows the routers to select intermediate replication nodes based on the global distribution of destination nodes. This provides more path diversities, thus achieves more bandwidth-efficiency and finally improves the performance of the whole network. When a router receives one copy of the original multicast packet even though it is not one of the destinations, it divides the whole network into at most eight parts according to its position. Destination nodes in a multicast packet belong to one of these parts. In [24], the authors have proposed a customized labeling and partitioning method to efficiently split the 3-D NoC into well-balanced subnetworks and enhance the multicast routing function. They have presented a Hamiltonian path-based multicast routing algorithm which exhibits a high degree of parallelism and reduces the startup latency by generating only two messages for created subnetworks.

In this paper, we propose the Row/Column-First algorithm to reduce traffic and communication latency with respect to the well-known Column-Path (CP).
multicast algorithm [13]. To estimate the traffic and communication latency parameters for the proposed and the CP multicast algorithm, an analytical performance model is proposed in this paper.

3 Path-based Multicast Algorithms

Path-based multicast algorithms construct Hamiltonian paths to deliver multicast messages to all destination nodes. A Hamiltonian path visits every node in a network exactly once. In an \( m \times n \) mesh network, a label \( L(x, y) \) is assigned for each node where \( x \) and \( y \) are the node coordinates, as Eq. (1):

\[
L(x, y) = \begin{cases} 
  x \times n + y & : \text{even} \\
  x \times n + (n - y - 1) & : \text{odd}
\end{cases}
\]  

(1)

As shown in Fig. 1(a), two directed Hamiltonian paths (or two subnetworks) are constructed by the mentioned labeling [2]. If the label of the destination node is greater than that of the source node, the routing takes place in the high-channel subnetwork, \( H_u \), that starts at \( (0, 0) \) (Fig. 1(b)); otherwise it takes place in the low-channel subnetwork, \( H_l \), that ends at \( (0, 0) \) (Fig. 1(c)).

Many path-based multicast routing algorithms utilize different partitioning methods e.g. DP algorithm [12], MP algorithm [12] and CP algorithm [13,14] to reduce multicast path length. A partitioning method divides the set of network nodes, \( P \), into disjoint logical partitions, \( p_0, p_1, p_2, \ldots, p_l \), where \( l \ll m \times n \), \( \bigcup_{i=0}^{l} p_i = P \) and \( \bigcap_{i=0}^{l} p_i = \emptyset \). The set of multicast destination nodes, \( D \), is then distributed among partitions \( p_0 \) to \( p_l \) such that \( \forall d_i \in D : \exists p_j, 1 \leq j \leq l \Rightarrow d_i \in p_j \).

In the DP algorithm, the destination set is partitioned into two subsets, \( D_h \) and \( D_l \), where each node in \( D_h \) has a label greater than that of the source node and each node in \( D_l \) has a label smaller than that of the source node. \( D_h \) and \( D_l \) are sorted in ascending and descending orders respectively and are stored in the header of the multicast message at the source node. Thus, multicast messages disseminated from the source node are sent to destination nodes in \( D_h \) using the \( H_u \) subnetwork and to destination nodes in \( D_l \) using the \( H_l \) subnetwork.

In order to reduce the average length of multicast paths, a MP multicast routing algorithm has been proposed [12], where removes the constraint of having at most two paths. In a two dimensional (2D) mesh where most nodes have four output channels, up to four disjoint paths can be used to deliver a multicast message. In this algorithm, destination sets of the DP algorithm i.e. \( D_h \) and \( D_l \) are once again partitioned into two disjoint subsets. The set \( D_h \) is partitioned into two subsets, where one subset consists of nodes which \( x \) coordinates are greater than or equal to that of the source node and the other subset contain the remaining nodes of \( D_h \). The set \( D_l \) is partitioned in a similar way. Hence; all destination nodes of a multicast message are grouped into at most four disjoint subsets and long latencies are reduced by using up to four copies of the original multicast message. The DP algorithm and the MP algorithm are not compatible with the well-known E-Cube routing algorithm i.e., if E-cube routing algorithm is used for unicasts messages, then using DP or MP algorithms to route multicast messages leads to deadlock on communication channels. Generally, a unicast routing algorithm and a multicast routing algorithm are said to be compatible if and only if incorporation of these algorithms in a network does not lead into a deadlock situation [13].

The CP multicast algorithm is compatible with the popular E-Cube unicast algorithm [13]. This algorithm partitions the set of destination nodes of a multicast message into at most \( 2n \) subsets \( n \) is the number of columns in the mesh). In a way that there are at most two messages directed to each column. If a

![Fig. 1 The labeling of a 4 × 3 mesh: a) physical network, b) high-channel network, and c) low-channel network.](image-url)
column of the mesh has one or more destination nodes in the same row or in rows above that of the source, then one copy of the message is sent to service all those destination nodes. Similarly, if a column has one or more destination nodes in the rows below that of the source, then one copy of the message is sent to service all those destination nodes. So if all destination nodes in one column are in rows either below or above that of the source node, two copies of the message are sent to that column; otherwise, one copy of the message is sent to that column. The CP algorithm which is a dimension-order routing algorithm uses row-first routing for each partition of multicast destination nodes, i.e. the multicast message is routed along horizontal line in the row of the source node to achieve specific column and then is routed along vertical line to achieve multicast destination nodes. As an example, sending of a multicast message to destination nodes (0, 0), (0, 1), (0, 7), (1, 7), (1, 6), (2, 3), (3, 5), (3, 0), (4,0), (4,5), (6,2), (6,7), (7.6), (7,4), (7,1) and (7, 0) from source node (3, 4) using the CP multicast algorithm is shown in Fig. 2. Twelve copies of the message are used to achieve the desired multicast operation. Although destination nodes as: (0, 0), (0,3), (0, 4) and (0, 7) are in the same column, since three of these destination nodes are in rows above that of the source node and the remainder one is in row below that of the source node, two copies of the message are routed to these destination nodes. At the first step, two copies of the multicast message are routed along horizontal line to achieve column 0 and at the second step one of two messages is routed along vertical line in column 0 to achieve row 3, row 4 and row 7 and another one is routed along vertical line in column 0 to achieve row 0.

As seen in above example, the CP multicast routing algorithm is a dimension-order algorithm which every multicast message is routed along to partitions of multicast destination nodes with row-first routing. So, if this algorithm is used to route multicast messages concurrent with E-cube routing algorithm to route unicast messages, there is no deadlock on communication channels. In the next Section, an analytical model is presented for evaluating the performance of the CP algorithm.

4 Analytical Performance Modeling of the CP Algorithm

The CP algorithm as a dimension-order routing algorithm uses row-first routing for each partition of multicast destination. This algorithm is compatible with E-cube unicast routing algorithm so can be used in many multi-computers and multi-processors [13]. In this section, an analytical model is presented to estimate the average number of messages (ANM) and the average of hop count (AHC) in an n × n mesh network when CP is used as the multicast routing algorithm. The proposed model assumes:

Fig. 2 The CP Multicast algorithm.
• The network is homogeneous [15].
• Destination nodes in the network are distributed fairly and evenly [13,14,21,23,24].
• There is an equal chance for all nodes of the network to be the source node [13,14,21,23,24].

4.1 Calculation of ANM Parameter in the CP Algorithm

In the CP algorithm, if all destination nodes in a column are placed higher/lower than rows of the source node, this algorithm sends only one multicast message to all destination nodes in that column. Otherwise, the CP algorithms sends two individual multicast messages to complete multicasting. Suppose that the probability of sending only one message is \( P_1 \) and the probability of sending two messages is \( P_2 \). The ANM for a specified column is equal to \( 2P_2 + P_1 \). Since \( P_2 = 1 - P_1 \), so the ANM in a specified column is equal to \( 2 - P_1 \). In an \( n \times n \) mesh, the number of columns is \( n \), so ANM in the total network as written in Eq. (2):

\[
\text{Mean} = n \left( 2 - P_1 \right)
\]  

(2)

In the CP algorithm, the number of messages generated by a source node to complete a multicast operation depends on its location. Suppose a source node on a mesh is placed in row \( i \) (such a \( S(i,j) \) in Fig. 3) and \( N_D \) destination nodes are placed in each column of network. \( \text{Mean} \), the average number of messages generated by this source node can be calculated by Eq. (3), where \( P_1(i) \) is probability of sending only one message to each column of mesh for \( S(i,j) \).

\[
\text{Mean} = n \left( 2 - P_1(i) \right)
\]  

(3)

The probability of locating in row \( i \) or lower is \( \binom{i}{N_D} \binom{n}{N_D} \) and the probability of locating in higher than row \( i \) is \( \binom{n-i}{N_D} \binom{n}{N_D} \). So, \( P_1(i) \) is the sum of these two terms:

\[
P_1(i) = \binom{i}{N_D} \binom{n-i}{N_D} + \binom{n-i}{N_D} \binom{n}{N_D}
\]  

(4)

For example, suppose that there are three multicasting source nodes A, B and C on an \( 8 \times 8 \) mesh network such as Fig. 4. If three destination nodes are located on a column of this network, according to Eq. (4), probability of sending only one message to three destination nodes on one column from these three source nodes (A, B and C) is equal to
Number of rows in an $n \times n$ mesh is $n$, so the average number of messages can be calculated by Eq. (5).

$$ANM = \frac{\sum_i^{\text{Mean}_i}}{n}$$  \hspace{1cm} (5)

Fig. 5 shows the average number of messages in terms of number of destination nodes in an $8 \times 8$ and a $16 \times 16$ mesh network. As Fig. 5 shows, the number of messages reaches approximately to $2n$ with increasing the number of destination nodes.

**Lemma 1** As the number of destination nodes increases, $\lim_{D \to \infty} ANM = 2n$.

**Proof Lemma 1** With using Eqs. (3)–(5) and assuming $N_D = D/n$, gives us:

![Figure 4: Different positions of the source node.](image)

![Figure 5: Average Number of Message.](image)
\[
\lim_{D \to \infty} \text{ANM} = \lim_{D \to \infty} \sum_{i=1}^{n} 2 \left( \left( \frac{i}{n} \right) + \left( \frac{n-i}{n} \right) \right)
\]

\[
= \frac{N}{n} \sum_{i=1}^{n} 2 \left( \left( \frac{i}{n} \right) + \left( \frac{n-i}{n} \right) \right)
\]

Based on limit law:

\[
\lim_{x \to \infty} \left( \frac{n}{ax} \right) = 0,
\]

thus

\[
\lim_{D \to \infty} \left( \left( \frac{i}{n} \right) + \left( \frac{n-i}{n} \right) \right) = 0,
\]

therefore

\[
\lim_{D \to \infty} \text{ANM} = 2n.
\]

### 4.2 Calculation of AHC Parameter in the CP Algorithm

In the CP algorithm, the AHC parameter depends on the location of the source node. In this algorithm, each path may consist of two parts; vertical part and horizontal part. Suppose that node \(s(i, j)\) is the source node and the set \(D = \{d_1, d_2, ..., d_{N_D}\}\) is the set of multicast destination nodes in one column. The length of the vertical part of a multicast path depends on the row of the source node, \(i\), and the length of the horizontal part depends on the column of the source node, \(j\). To calculate average length of the vertical part, set \(D\) is partitioned into two subsets \(D_l\) and \(D_h\), which is resulting in the row of all destination nodes in \(D_l\) become lower than \(i\) and the row of all destination nodes in \(D_h\) become higher than \(i\). In both subsets, the maximum vertical distance is the difference between row of the farthest destination node and \(i\). Suppose \(d_l\) is said to be the maximum vertical distance in subset \(D_l\) and \(d_h\) in subset \(D_h\). Maximum size of \(d_l\) is equal to \(i\) and maximum size of \(d_h\) is equal to \(n - i - 1\). If the number of all destination nodes in one column is \(N_D\), the probability that the number of destination nodes in set \(D_i\) is equal to \(d_{n_i}\) is as Eq. (6).

\[
P_{x_n_i} = \left( \frac{i}{N_{D_i}} \right) \times \left( \frac{n-i-1}{N_{D-D_n_i}} \right)
\]

The probability that a node such as \(A_{x,y}\) in set \(D_i\) destination node is as Eq. (7).

\[
P_A = \frac{N_{D_i}}{i}
\]

If node \(A(x, y)\) is the farthest destination node from row \(i\), then other destination nodes must be placed between row \(i\) and row \(x\). The probability of this is:

\[
P_x = \frac{i-x}{N_{D_i}}
\]

The probability that \(dl\) is equal to \(i-x\) and the number of destination nodes in set \(D_i\) is \(N_{D_i}\) equal to \(P_x \times P_A \times P_c\). Firstly, all \(N_{D_i}\) destination nodes must be in set \(D_i\), secondly node \(A(x, y)\) must be a destination node and thirdly other destination nodes must be placed between row \(i\) and row \(x\). Expectance that maximum distance between destination nodes in set \(D_i\) and row \(i\) is equal to \(d_{n_i}\), \(E_d\), is as follows:

\[
E_d = d_l \times \left( P_{x_n_i} \times P_A \times P_c \right)
\]

Expectance that maximum distance between destination nodes in set \(D_i\) and row \(i\) is equal to \(d_{n_i}\), \(E_d\), is achieved in similar way. Length of disseminated vertical path from the row \(i\), \(Ver_i\), is equal to \(E_l + E_h\). Length of horizontal path depends on distance between the column of destination nodes, \(y\), and that of the source node, \(j\). This distance, \(Hor_j\), is equal to \(|j-y|\). The probability that only one message is sent to a column is equal to \(p^i\) and the probability of sending two messages is \(P_2 = 1 - p^i\). If one message is sent to a column, this message is sent to either subset \(D_l\) or subset \(D_h\). In this case, average length of vertical path is equal to \(Ver/2\) and average length of horizontal path is equal to \(Hor\). But if two messages are sent to a column, average length of vertical path is \(Ver/2\) and average length of horizontal path is \(2Hor\). Suppose node \(S_{ij}\) as the source node, hop count can be written as Eq. (10)
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AHC\textsubscript{\textit{i},\textit{j}} = P_1' \times \left( \frac{\text{Ver}_i}{2} + \text{Hor}_j \right) \\
+ P_2' \times (\text{Ver}_i + 2 \times \text{Hor}_j).

In an \(n \times n\) mesh network, AHC\textsubscript{\textit{i},\textit{j}} is calculated for whole network which \(i = 0, 1, 2, ..., n - 1\) and \(j = 0, 1, 2, ..., n - 1\). Total AHC parameter is as follows:

\[
AHC = \frac{\sum_{i=0}^{n} \sum_{j=0}^{n} AHC_{i,j}}{n^2}.
\]

Eq. (12) demonstrates how the hop count rapidly grows as the number of destination nodes increases in \(8 \times 8\) and \(16 \times 16\) mesh networks. As can be seen in this figure, by increasing the number of destination nodes, the hop count growth rate is reduced and it approximately reaches to \(3/2n(n - 1)\). This is because in an \(n \times n\) mesh, maximum length of a horizontal path is \(n(n - 1)/2\) and maximum length of a vertical path is \(n(n - 1)\).

It can be seen that the AMN and AHC parameters are depend on position of the source node. In Fig. 3 if a source node is located on the uppermost row or on the lowermost row, only one message will be transferred to destination nodes in a column. So AMN parameter is halved and one horizontal path is considered in AHC parameter. Also, if source node is located on the leftmost column or on the rightmost column, with Column-First routing one can mitigate the performance degradation of CP algorithm (Row-First routing).

5 Row/Column-First: Proposed Algorithm

The CP multicast algorithm uses row-first routing for each column partition of multicast destination, i.e. if the source node is located on the uppermost row or in the lowermost row, only one multicast message is sent to each partition. Otherwise, two individual multicast messages must be sent to each partition to complete multicasting. Unlike the CP algorithm, Row-Path (RP) multicast algorithm which is a dimension-order algorithm uses column-first routing for each row partition of multicast destination nodes, i.e. the multicast message is routed along vertical line in the column of the source node to achieve specific row and then is routed along horizontal line to reach multicast destination nodes. If the source node is located on the leftmost or in the rightmost column, only one multicast message is sent to each partition. Otherwise, two individual multicast messages must be sent to each partition to complete multicasting.

In order to improve two previously discussed parameters, \(AMN\) and \(AHC\), we propose a novel algorithm that is called Row/Column-First algorithm. Row/Column-First algorithm uses combination of both Row-First and Column-First routings for each partition of multicast destination nodes, depending on the location of the source node.

In the Row/Column-First algorithm, if the source node is located near to the uppermost/lowermost row then the CP algorithm is preferred. Otherwise, if the source node is located near to the leftmost/rightmost column then the RP algorithm is preferred. In order to choose suitable multicast algorithm, it is necessary 1) to move the origin of coordinates to the center of mesh according to Eq. (12), and 2) assuming \((i, j)\) as the multicast source node, choose RP algorithm if \(|j| \geq |i|\) or choose the CP algorithm if \(|j| < |i|\), i.e. in Fig. 7, the CP multicast algorithm is used for \(S_2\) as a source node and the RP multicast algorithm is used for \(S_1\) as a source node.

\[
(i, j) = \begin{cases} 
(i - \frac{n}{2}, j - \frac{n}{2}) & i, j \leq \frac{n}{2} \\
(i - \frac{n}{2}, j + \frac{n}{2}) & i > \frac{n}{2}, j \leq \frac{n}{2} \\
(i + \frac{n}{2}, j - \frac{n}{2}) & i \leq \frac{n}{2}, j > \frac{n}{2} \\
(i + \frac{n}{2}, j + \frac{n}{2}) & i, j > \frac{n}{2}
\end{cases}
\]

Fig. 6 The curve of AHC parameter in the CP algorithm.
5.1 Calculation of ANM Parameter in the Row/Column-First Algorithm

As mentioned before, the proposed algorithm choose among RP and CP methods based on where the multicast source node is located. The ANM parameter in the CP algorithm depends on which row the source node is located; in the RP algorithm in contrast the ANM parameter depends on the column number where the source node is located. As an example, Fig. 7 shows two source nodes in a mesh NoC. The source node $S_1$ uses the RP algorithm and the source node $S_2$ uses the CP algorithm to complete multicasting. Since the column number of source node $S_1$ is equal to the row number of source node $S_2$, the ANM parameter of both source nodes is identical. In other words, if two source nodes are symmetric with respect to main diameters of mesh, then the ANM parameter by these source nodes will be identical in the Row/Column-First algorithm. Moreover, the ANM parameter will be identical for all source nodes on one row in the CP algorithm as well as for all source nodes on one column in the RP algorithm. So, the ANM parameter for all source nodes which are located on either row $i$ or column $j$ are equal when $i = j$ (symmetric nodes). As shown in Fig. 7, all symmetric source nodes with dark red color are located on either row 1 or column 1 have the same ANM parameter and all symmetric source nodes with light red color are located on either row 2 or column 2 have the same ANM parameter too. In an $8 \times 8$ mesh, e.g. Fig. 7, total number of symmetric source nodes on row 1 and column 1 is 15 and total number of symmetric source nodes on row 2 and column 2 is 13. It can be proven that total number of symmetric source nodes on row $i$ and column $i$ is equal to $2n - (2i - 1)$ in an $n \times n$ mesh.

In the Row/Column-First algorithm the ANM parameter is calculated as Eq. (13):

$$\text{ANM} = \frac{\sum_{i=1}^{n} \text{Mean}_i \cdot (2n - (2i - 1))}{n^2},$$

where $\text{Mean}_i$ is average number of messages generated by a source node on row or column $i$, $n^2$ is total number of nodes, $2n - (2i - 1)$ is total number of symmetric nodes on row $i$ and column $i$, $n$ is number of rows and columns in an $n \times n$ mesh.

Fig. 8 compares the ANM parameter in both CP and Row/Column-First algorithms in an $8 \times 8$ and a $16 \times 16$ mesh networks. According to their charts, it is proved that the ANM parameter in the Row/Column-First algorithm is approximately 10% less than that of the CP algorithm.

5.2 Calculation of AHC Parameter in the Row/Column-First Algorithm

As mentioned in Section 5.1, in the Row/Column-First algorithm, source nodes which are symmetric with respect to main diagonals of mesh have the same behaviors, i.e. the same ANM parameter and the same
AHC parameter. In Fig. 7, the source node $S_1$ uses the RP algorithm and the source node $S_2$ uses the CP algorithm to complete multicasting and these source nodes are symmetric. The $H_{C_{i,j}}$ parameter for the source node $S_2(i, j)$ is equal to $AHC_{i,j}$ in the CP algorithm which is calculated as Eq. (14). But, the $H_{C_{i,j}}$ parameter for the source node $S_1(i, j)$ is equal to the AHC parameter of a symmetric source node (e.g. $S_2(j, i)$) with exchanged $i$ and $j$ coordination. So the $H_{C_{i,j}}$ parameter is calculated as Eq. (14) and the total AHC parameter for whole network is as Eq. (15), which $n^2$ is total number of nodes in an $n \times n$ mesh network.

$$
H_{C_{i,j}} = \begin{cases} 
AHC_{i,j} & i > j \\
AHC_{j,i} & i < j
\end{cases} \quad (CP)
$$

$$
AHC = \frac{\sum_{i=1}^{n} \sum_{j=1}^{n} H_{C_{i,j}}}{n^2} \quad (14)
$$

As shown in Fig. 9, the AHC parameter in the Row/Column-First algorithm is approximately 20% less than that in the CP algorithm.

6 Simulation Results

In this paper, for simulation of both CP and Row/Column-First algorithms, we used a VHDL-based NoC simulator. This simulator uses bit-string techniques which forgive each node of an $n \times n$ mesh corresponding addresses. In this simulator the wormhole switching and traffic pattern are considered to be steady. The network size, the multicast source address, and the number of multicast destination nodes are fed into simulator. Number of messages generated by a source node and number of hops that each multicast message crosses through the network are outputs of simulator. In order to evaluate both CP and Row/Column-First algorithms, we simulated a mesh of size $16 \times 16$ and with different number of destination nodes. We then obtained both ANM and AHC parameters as output. Fig. 10 and Fig. 11 show diagrams of modeling and simulation results of both CP and Row/Column-First algorithms for the ANM parameter and the AHC parameter respectively. These diagrams represent a 12% reduction in the ANM parameter and 17% reduction in the AHC parameter in the Row/Column-First algorithm as compared to the CP algorithm. Moreover, the results obtained from simulation validate the presented models for ANM and AHC parameters as well.
7 Conclusions

In this work, we proposed Row/Column-First an efficient path-based multicast algorithm for mesh based NoCs. In this algorithm, Row-First routing or Column-First routing was selected depending on the location of the multicast source node. An analytical model was developed to estimate two performance criteria i.e. ANM and AHC parameters of the network. The modeling and simulation results indicated an average of 11% less ANM parameter and 18% less AHC parameter for the Row/Column-First algorithm as compared to the CP algorithm. This performance improvement is achieved due to the conditional selection among RP and CP strategies.
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