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Abstract: The performance of video transmission over wireless channels is limited by the channel noise. Thus many error resilience tools have been incorporated into the MPEG-4 video compression method. In addition to these tools, the unequal error protection (UEP) technique has been proposed to protect the different parts in an MPEG-4 video packet with different channel coding rates based on the rate compatible punctured convolutional (RCPC) codes. However, it is still not powerful enough for the noisy channels. To provide more robust MPEG-4 video transmission, this paper proposes a modified unequal error protection technique based on the mutual information of two video frames. In the proposed technique, the dynamic channel coder rates are determined online based on the mutual information of two consecutive video frames. With this technique, irregular and high motion areas that are more sensitive to errors can get more protection. Simulation results show that the proposed technique enhances both subjective visual quality and average peak signal to noise ratio (PSNR) about 2.5 dB, comparing to the traditional UEP method.
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1 Introduction

With the rapid development of mobile communications, robust transmission of video over wireless networks is becoming an increasingly important application requirement. On the one hand, because of the vast amount of data necessary to represent digital video, the source video data must be compressed before storing or transmitting. On the other hand, the highly compressed data is very sensitive to channel errors. Therefore, using error resilience tools to protect the compressed video data from the channel errors becomes very important.

During the last decade, many video compression standards have been proposed by ITU-T and ISO for different applications, such as, MPEG-1, MPEG-2, MPEG-4, H.26X and so on. From among these standards, MPEG-4 [1] is the most suitable for wireless links [2-4]. There are three ways to encode a video frame in an MPEG-4 video codec [5]. Those are intra-coded (I-frame), predictive-coded (P-frame) and bi-directionally predictive-coded (B-frame). An I-frame is a video frame that has been encoded without reference to any other frame of video. P-frames use the motion prediction from the I-frame or the previous P-frames. B-frames encoding accept the bidirectional prediction between the neighboring I-frame and P-frames, or two P-frames. To make the compressed bitstream more robust to channel errors, the MPEG-4 video compression standard has incorporated several error resilience tools including resynchronization markers, data partitioning, reversible variable length coding and header extension codes. However, these tools are not powerful enough for typical wireless channels with high bit error rates, so channel coding must be introduced [6-9].

Recently, many researchers have focused on channel coding for MPEG-4 video transmission over wireless channels and many techniques have been proposed. The most popular of these techniques is the traditional unequal error protection (TUEP) technique [10], which can protect the different parts in an MPEG-4 video packet with different channel coding rates based on the RCPC codes [11]. However, this technique is not powerful enough for this application due to performance issues [12] and it must be modified.
In order to modify the TUEP technique many works have been done [13-23]. In [13], an adaptive constrained optimization is implemented by dynamically varying the UEP level in a video packet based on the channel conditions. The potential advantage of this approach is that it attempts to achieve maximum perceptual quality for the given channel conditions and gives better results for higher loss percentages at relatively low cost during run time.

Similar approaches have been evaluated in [14-16]. While [15] uses unconstrained optimization, a constraint on system probability of failure rather than on channel conditions is applied in [14]. In doing so, Grangetto et al. have enforced a tight bound on minimum achievable PSNR but have not prevented any channel inflicted quality loss. It is argued here that channel constraints have to be implemented adaptively and the packet structure changed dynamically for the model in [14] to work effectively. In [16] however, an unconstrained optimization is done on the overall rate distortion performance of a joint source-channel coding system.

In [17], an UEP scheme for scalable video has been proposed. However, this scheme did not consider time-varying channel conditions or handling packet loss simultaneously.

A proportional unequal error protection scheme has been presented in [18] for the protection of MPEG-4 video bitstream. In this approach, channel coder rates are determined based on the video packet length. Such a scheme introduces a delay of one packet. In [19], an improved unequal error protection has been presented. The proposed scheme reorganizes the components in the video packet and partitions it into four parts. Thus the coded macroblock indication or COD bits can be more protected with lower code rate than other bits in the motion part. This approach does not increase the total bit rate for transmission in most cases, but increases the computation complexity.

An error-resilient MPEG-4 video system has been proposed in [20]. System ensures different sections of a bitstream of different importance are protected by different channel coding algorithms with different data protection capability. In the proposed system, the bitstream gets optimal protection without incurring much overhead, but requires a feedback between transmitter and receiver.

In [21], an adaptive UEP approach based on the video motion has been proposed. The proposed technique uses the motion information for the adaptive FEC coding, but it does not differentiate between different sections of the video packets.

When the coded packet size is fixed, a heuristic optimization method which has low complexity and obtains performance approaching to the optimal solutions for various channel conditions and transmission rates has been proposed in [22]. However, in this method, the motion information has not been used to the coding process.

In the reported works for control of the channel coding rate the amount of instantaneous temporal information of the video sequence has not been taken into consideration. In our previous work, a reformed unequal error protection approach based on the number of bits required for coding the motion vector was proposed. However, if a scene change exists in two consecutive video frames, then this method will product poor performance. In order to cope with this problem, a modified unequal error protection (MUEP) technique based on the mutual information of two consecutive video frames is proposed. This means that, the dynamic channel coder rates are determined online based on the content of the video scene. With this technique, the bits in the motion parts for P-frames can get more protection. Since these bits are much more important for motion vector (MV) decoding than other bits in the motion part, MUEP can provide better decoded video quality than TUEP can.

This paper is organized as follows. In Section 2, the basic ideas of the TUEP technique are introduced. Section 3 describes mutual information between consecutive video frames. The proposed scheme is addressed in Section 4. Section 5 gives details about the simulations followed by the conclusion in Section 6.

2 Error Resilient with the TUEP Technique

The output of a simple MPEG-4 video encoder that uses all error resilience tools is a bitstream that contains video packets that begin with a header, followed by the motion information and the texture information (DCT coefficients). The header bits are the most important information of the video packet, since the whole video packet will be discarded if the header is received with error. The motion information has the next level of importance, as motion compensation cannot be performed without it. The texture information is the least important of the three segments of the video packet since, motion compensated concealment can be performed without too much degradation of the reconstructed image if the texture information is lost. Since the video packets can be broken into sections with different levels of importance, the number of bits for the channel coding of each section should be proportional to its relative importance, creating an unequal error protection channel coder.

Using unequal error protection implies that different rate coders are applied to different sections of the video packet. When using unequal error protection, the header bits would get the highest amount of protection. The motion bits would get the next highest level of
Fig. 1 Unequal protection of an MPEG-4 video packet in the P-frame.

protection, and the texture bits would receive the lowest level of protection.

Fig. 1 illustrates the protection scheme described above, in which $R_1$, $R_2$ and $R_3$ represent the code rates of the three partitions of the video packet in the P-frame. To match the coders to the level of importance of the different partitions of the video packet, the coder rates are chosen in such a way that $R_1 < R_2 < R_3$. Thus, by using this technique, the errors are less likely to occur in the important sections of the video packet, thereby improving application perceived quality.

3 Mutual Information

The video is a series of still images (referred to as frames). It makes sense to simply display each full image consecutively, one after the other. Mutual information between consecutive video frames (in the position of random variables X and Y) is given by [23]:

$$I(X;Y) = \sum_x \sum_y p(x,y) \log[p(x,y)/[p(x)p(y)]]$$  \hspace{1cm} (1)

where $p(x,y)$ is the joint probability mass function (pmf) of random variables X and Y. $p(x)$ and $p(y)$ represent the marginal pmf of X and Y respectively.

Let $p(x,y)$ be defined by coupling the values of adjacent pixels in any two consecutive frames. The allowed range of values for $p(x,y)$ is (0, 0), (0, 1), (0, 2), ..., (255, 255). Hence, the total number of outcomes is (255)$^2$. In addition, let $p(x)$ and $p(y)$ be the normalized histograms of frame-X and frame-Y respectively. It is obvious that if the two consecutive video frames represent a scene change or high motion, then the mutual information between these is reduced. Therefore, the mutual information between video frames determines the scene changes and high motion. This is clearly shown in Fig. 2. In this figure, the mutual information frame-1 and frame-2, and also frame-2 and frame-3 are 3.4386 and 1.0628, respectively. The first two frames exhibit high temporal correlation. Hence, the mutual information between these frames is a big value. On the contrary, frame-2 and frame-3 represent a change in video scene. Therefore the information overlap between these frames is relatively smaller.

4 The Proposed MUEP Technique

As described in Section 2, the technique of TUEP applies different but fixed rate coders to different sections of the video packet. But, the MPEG-4 video packets are not exactly the same length and partitions have different lengths in different packets, due to the variable length coding used and to the requirement of having an integer number of macroblock in each packet. This implies that a fixed UEP scheme cannot be suited. Hence, the proposed MUEP technique uses dynamic coder rates for motion section in the P-frames based on the content of video scene that gets mutual information between video frames.

On the one hand, abrupt scene changes and irregular motion require a higher number of bits compared to stationary/gradually changing scenes. On the other hand, the areas with the higher number of bits are more likely hit by errors. Moreover, temporal predictive coding technique aggravates error propagation for high motion areas. Hence, to provide more robust MPEG-4 video transmission, the high motion areas or scene changes must be sent to a lower code rate. Thus, in MUEP technique mutual information between video frames is used to determine the channel coder rates for the motion section in the P-frames, since P-frames are much more important than B-frames.

The block diagram of the proposed technique is shown in Fig. 3. Initially with above information two-threshold levels are defined, one high-threshold

---

**Fig. 2** Frames 1, 2 and 190 in test video sequence “Foreman”.

---

**Fig. 1** Unequal protection of an MPEG-4 video packet in the P-frame.
level ($T_h$) and the other low-threshold level ($T_l$). The value of these threshold levels, which have been obtained in this paper for the test video sequences with simulations are related to the nature of video and total transmission channel rate. Then for motion partition in the P-frames considers three different code rates (instead of Rate-$R_2$ in TUEP technique). If the mutual information between two consecutive video frames is higher than $T_h$, it will use the high code rate ($R_h$). If it is lower than $T_l$, it will use the low code rate ($R_l$). If it is between the $T_h$ and $T_l$, it will use the mean code rate ($R_m$). To match the coders to the level of importance of the motion partition of the video packet in the P-frames, the coder rates are chosen in such a way that $R_l < R_m < R_h$ so that irregular and high motion areas may be protected more against transmission channel errors.

In the proposed method, if $T_h$ is set to small value, most frames will be encoded with the high rate $R_h$. This will increase the compression efficiency of the proposed method (with the worse error resilient results), and vice versa. On the other hand, if $T_l$ is set to large value, most frames will be encoded with the low rate $R_l$. This will decrease the compression efficiency of the proposed method (with the better error resilient results), and vice versa. Hence, the threshold is empirically selected, considering the trade-off between error resilient performance and compression efficiency. There is no difference between MUEP and TUEP techniques for utilizing code rates in I and B frames.

5 Simulations Results

In order to simulate the proposed MUEP technique we used an MPEG-4 codec [24] and Rician wireless channel model. The Rician channel characteristics were three fading paths with the delays [0 0.5 1] μs, the gains [0 -5 -10] dB, Doppler maximal frequency $f_d \approx 20$ Hz and Rician factor $k = 1$. In order to test the performance of the MUEP technique, the “Suzie”, “Carphone” and “Foreman” video sequences at QCIF resolution, and “Stefan” video sequence at CIF resolution have been considered. The compressed video stream is composed of one I frame followed by one P-frame and two B-frames (IPBBPBBP...). The video sequences coded at 10 fps with the quantization parameter equal to 10.

The sequences were coded using all the MPEG-4 error resilience tools. The compressed bitstreams were then channel coded using convolutional encoding of the data with either TUEP technique using a fixed rate $\frac{3}{4}$ for the motion partition in the P-frames or MUEP technique using the dynamic different rates for the motion partition in the P-frames. Table 1 reports the video packet size (VP), number frames (NF) for both TUEP and MUEP techniques and also the rest of parameters utilizing in the MUEP technique.

These TUEP and MUEP rates were chosen because they both give approximately the same amount of the total output rates, and they were obtained by simulations based on trial-and-error method. It should be noted that the rates of $R_l$ and $R_h$ for both techniques are the same.

Coded MPEG-4 bitstream is transmitted on a Rician channel with above characteristics and assuming DPSK (Differential Phase Shift Keying) modulation. The transmission channel bit rate in reference to the available bandwidth of the wireless channel (channel capacity) in our simulation varies from 9 kbps to 10 kbps. Then the bitstream is decoded by a convolutional decoder to generate the bitstream fed to the MPEG-4 decoder.

Figs. 4, 5, 6 and 7 show the values of PSNR for the reconstructed video sequences “Suzie”, “Carphone”, “Foreman” and “Stefan” with respect to the number of frames, respectively. These plots show that the performance of MUEP technique is much better than TUEP technique for both CIF and QCIF resolution. This is because in MUEP technique high motion and scene change areas, which are more sensitive to error, are more protected. On the contrary, in TUEP technique the errors occur more on these areas and aggravates error propagation for it. Hence, it produces lower quality reconstructed video.

In Table 2, the rest of parameters results have been summarized. In this Table, T-APSNR, M-APSNR, T-R, M-R, T-BER and M-BER parameters are average PSNR, total output rate in P-frame and channel bit error rate for TUEP and MUEP techniques respectively. The simulations for every method are performed 20 times, and the average value will be used as the final results. Several important points exist about the reported results in Table 2. In the first place, the more video scene changes are, the more effective MUEP technique will be. In the second place, total output rate for MUEP

![Fig. 3 Block diagram the proposed technique.](image-url)
technique is always higher than TUEP technique. Hence MUEP technique is more efficient. Thirdly, some of the video sequences in TUEP technique actually produce fewer errors in the channel decoded bitstream than the MUEP technique (as shown in Table 2), yet it still produces lower quality reconstructed video. This is because the errors in TUEP technique occur more on high motion and scene change areas that are more sensitive to error since in these areas there is less protection. Hence, in the TUEP technique is aggravated error propagation so that reduces the quality of reconstructed video. In Fig. 8, an example is given to show the improvement for reconstructed video quality after transmission over wireless channels.

Table 1 The MUEP and TUEP techniques parameters.

<table>
<thead>
<tr>
<th>Parameter video</th>
<th>VP</th>
<th>NF</th>
<th>T_h</th>
<th>T_t</th>
<th>R_l</th>
<th>R_m</th>
<th>R_h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suzie</td>
<td>400</td>
<td>140</td>
<td>4.15</td>
<td>2.7</td>
<td>8/11</td>
<td>16/21</td>
<td>8/10</td>
</tr>
<tr>
<td>Carphone</td>
<td>500</td>
<td>120</td>
<td>4.25</td>
<td>3.7</td>
<td>8/11</td>
<td>16/21</td>
<td>8/10</td>
</tr>
<tr>
<td>Foreman</td>
<td>500</td>
<td>120</td>
<td>4.5</td>
<td>3.27</td>
<td>8/11</td>
<td>16/21</td>
<td>8/10</td>
</tr>
<tr>
<td>Stefan</td>
<td>750</td>
<td>32</td>
<td>3.5</td>
<td>1.65</td>
<td>8/11</td>
<td>16/21</td>
<td>8/10</td>
</tr>
</tbody>
</table>

Fig. 4 Average PSNR versus frame number for video sequence “Suzie”.

![Average PSNR versus frame number for video sequence “Suzie”](image-url)
Fig. 5 Average PSNR versus frame number for video sequence “Carphone”.

Fig. 6 Average PSNR versus frame number for video sequence “Foreman”.
Fig. 7 Average PSNR versus frame number for video sequence “Stefan”.

Table 2 The simulation results for video sequences.

<table>
<thead>
<tr>
<th>Video</th>
<th>T_APSNR (dB)</th>
<th>M_APSNR (dB)</th>
<th>T-R₁</th>
<th>M-R₁</th>
<th>T-BER</th>
<th>M-BER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Suzie</td>
<td>33.3065</td>
<td>35.8955</td>
<td>$\gamma_{10.2897}$</td>
<td>$\gamma_{10.2877}$</td>
<td>4.1828e-004</td>
<td>4.1785e-004</td>
</tr>
<tr>
<td>Carphone</td>
<td>32.7292</td>
<td>36.7848</td>
<td>$\gamma_{10.2456}$</td>
<td>$\gamma_{10.2419}$</td>
<td>3.8878e-004</td>
<td>3.8806e-004</td>
</tr>
<tr>
<td>Foreman</td>
<td>35.4475</td>
<td>36.2208</td>
<td>$\gamma_{10.2510}$</td>
<td>$\gamma_{10.2452}$</td>
<td>2.2317e-004</td>
<td>2.2484e-004</td>
</tr>
<tr>
<td>Stefan</td>
<td>31.4907</td>
<td>34.2508</td>
<td>$\gamma_{10.1204}$</td>
<td>$\gamma_{10.1177}$</td>
<td>2.5518e-005</td>
<td>2.5593e-005</td>
</tr>
</tbody>
</table>

Fig. 8 Foreman sequence simulation result for 20th frame, (a) original image, (b) reconstructed image by MUEP and (c) reconstructed image by TUEP.
6 Conclusion

In this paper, we have proposed a new modified unequal error protection (MUEP) technique based on the mutual information of two consecutive video frames to strengthen the robustness of the transport of MPEG-4 video over wireless channels. In MUEP technique, instead of using one channel coder for motion partition in the P-frame, three channel coders with three different rates are used. For this purpose, two-threshold levels $T_h$ and $T_l$ are defined. If the mutual information between two consecutive video frames is higher than $T_h$, channel coder will use the high rate $R_h$. If it is lower than $T_l$, it will use the low rate $R_l$. If it is between $T_h$ and $T_l$, it will use the mean rate $R_m$. Thus, more sensitive to errors areas are protected more against channel errors. Simulation results show that the proposed technique enhances both subjective visual quality and average PSNR about 2.5 dB and 1 dB, comparing to the TUEP method and our previous work, respectively.

The significant point is that some of the video sequences in TUEP technique actually produce fewer errors in the channel decoded bitstream than the MUEP technique, yet it still produces lower quality reconstructed video. Thus, it confirms the accuracy of the proposed idea. The other point is that the MUEP technique distinguishes scene changes accurately, comparing to the previous work. Therefore, it increases the scene change. However, a possible disadvantage may lie in the fact that the MUEP technique requires an additional time for the calculation of mutual information between video frames, which may limit applications in the real time. Of course, there are techniques that decrease this additional time highly, which will be surveyed by the authors in future.
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