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Abstract: Model-based predictive control (MPC) is one of the most efficient techniques that is widely used in industrial applications. In such controllers, increasing the prediction horizon results in better selection of the optimal control signal sequence. On the other hand, increasing the prediction horizon increase the computational time of the optimization process which make it impossible to be implemented in real time. In order to solve this problem, this paper presents an improved strategy in the field of nonlinear MPC (NMPC) of the permanent magnet synchronous motor (PMSM). The proposed method applies a sequence of reduction weighting coefficients in the cost function, over the prediction horizon. By using the proposed strategy, NMPC give a more accurate response with less number of prediction horizon. This means the computational time is reduced. It also suggests using an incremental algorithm to reduce the computational time. Performance of the proposed Nonlinear MPC (NMPC) scheme is compared with the previous NMPC methods via simulations performed by MATLAB/Simulink software, in permanent magnet synchronous motor drive system. The results show that the use of proposed structure not only lowers prediction horizon and hence computational time, but also it improves speed tracking performance and reduces electromagnetic torque ripple. In addition, using the incremental algorithm also reduces the computational time which makes it suitable for real-time applications.
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1 Introduction

Permanent magnet synchronous machines (PMSMs) are extensively used in the servo drive systems and motion control applications due to their high power density, high efficiency, high torque to inertia ratio and high performance in wide range of speed [1,2]. Therefore, speed and position control of this machines has attracted attention in the recently published studies [3].

Due to the system nonlinearities and uncertainties, conventional linear controllers which use the proportional-integral (PI) blocks in their cascade structure, cannot guarantee satisfactory performance of the PMSM drive system [4]. To overcome such problems and also for achieving high control performance, several control techniques have been developed for the PMSM. Among such control methods, field-oriented vector control (FOC) and direct torque control (DTC) are considered as the most popular methods [5]. DTC method is more efficient than FOC, because of its simple structure, fast dynamic response, and robustness against variations of the parameters. However, the classical DTC has some disadvantages, such as variable switching frequency and massive torque and flux ripples [6]. In [7], space vector modulation (SVM) is introduced to decrease the torque ripple when DTC is applied. It also fixes the switching frequency of inverter. A survey of DTC based method for AC motors driven by inverter is studied in [8].
In the following, to improve the control performance of PMSM, many nonlinear control techniques, such as fuzzy logic control, adaptive control and sliding mode control (SMC) have been investigated. In [9], the fuzzy technique is used in a digital servo drive to increase dynamic response of the PMSM. A robust model reference adaptive control of PMSM is introduced in [10]. In [11,12], it is obtained that the use of SMC technique reduces the torque ripple and improves the control performance of PMSM drive system. However, it increases the switching frequency of inverter. Combinations of the mentioned methods are reported in [13-15]. Such nonlinear methods improve the performance of PMSM drive system. Discrete space vector modulation is proposed to improve the performance of the DTC in [16,17]. This method reduces torque ripple and fixes the switching frequency. But, a complex lookup table is required.

To enhance the performance of nonlinear systems, the controllers should have high control flexibility, high dynamic response and high performance under different conditions. According to researches conducted in the recent years, one of the best methods that have attracted much attention in the field of power electronics and drive is model predictive control (MPC) [18,19]. The basic characteristic of MPC strategy is to use a model of the plant to predict the future behavior of system. This prediction takes place at each instant through an optimization process of a user-defined objective function over a prediction horizon (Np) [20]. Due to many benefits such as ability of control nonlinear and multivariable systems and also easily adding of desired constraints to the objective function, the MPC has grown both in industry and theoretical researches [18]. In [21], the speed ripple is reduced by using a cascade MPC structure. Also, a multiscale MPC cascade method is proposed for removing the gap between the planning and control in [22]. In [23,24], a combined MPC and DTC method which is called MPDTC is proposed for driving the PMSM. In [25], two PMSMs are simultaneously controlled by MPC method. Implementation of low cost architecture for an active front end rectifier is presented in [26]. In the MPC based methods, the main problem is the high computational burden of the online optimization which makes its real time implementation very hard. To overcome this problem, several strategies are proposed in literature. In [27], a model predictive direct speed control is introduced for a PMSM in which, the computational burden is reduced by forgoing several predictable modes. In [28] the online generalized predictive control is used to reduce the computational time. Adding nonlinearities and constraints to system, is very difficult in this strategy. In some other MPC methods which are reviewed in [29], some calculations are prevented by assuming the prediction horizon in the value of one. On the other hand, the fewer number of prediction horizon results in poor selection of the control variables. In [30], another MPC method is proposed for a linear induction motor in which the use of an incremental algorithm is suggested for avoiding examining all the possible combinations over the control horizon (Nc). The control horizon determines the number of decision variables (Nc ≤ Np). In the studies, other strategies are proposed to reduce the switching frequency of inverter and to increase the precision of MPC. In [31,32], a simplified and computationally efficient lookup table base MPC for PMSM is proposed. But, this method utilizes a matrix converter to feed the PMSM. A cascaded predictive integral resonant controller is used for PMSM in [33]. A common MPC for PMSM considering open circuit fault is presented in [34]. In [35], MPC with field weakening controls the PMSM. In [36], a micro PMSM is controlled by MPC. A predictive speed control with short prediction horizon for PMSM is proposed in [37]. In [38], an improved NMPC method is used for PMSM. Applications of the MPC strategies in the power electronics and drive systems are reviewed in [18].

Generally, in all the previous NMPC, constant weighting coefficients are used only to tradeoff between the various goals in the cost function and the prediction steps are not weighted, in other words, they are equally weighted in the objective function. In such controllers, increasing the prediction horizon results in better selection of the optimal control signal sequence. But excessive increase in the prediction horizon, will make the implementation of the system impossible.

The main contribution of this paper is to propose a new optimization strategy for NMPC-based methods for PMSM. The proposed method along with the use of proper weight coefficients for various goals, applies a sequence of reduction weighting coefficients in the cost function, over the prediction horizon. By using the proposed strategy, NMPC give a more accurate response with less number of prediction horizon. This means the computational time is reduced. It also suggests using an incremental algorithm to more reduce the computational time.

In this paper, a novel MPC strategy is proposed for a nonlinear model of PMSM, in which the optimization process of traditional MPC is improved to reach the optimal value sooner. The proposed method along with the use of proper weight coefficients for various goals, applies a sequence of reduction weighting coefficients in the cost function, over the prediction horizon. By using the proposed strategy, NMPC give a more accurate response with less number of prediction horizon. This means the computational time is reduced. In addition, it suggests using an incremental algorithm to avoid using all the ineffective inputs over the prediction horizon (Nc) to more reduce the computational time. By using this algorithm, when the value of objective function becomes more than the previous state in the prediction horizon, it is not necessary to continue the calculations for subsequent
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2 Modeling of PMSM System

2.1 Permanent Magnet Synchronous Motor

The continuous-time two-axis dynamic model of PMSM in the rotor reference frame has been introduced in [38]. Assuming \( i_d \), \( i_q \) and \( \omega \) as the system states and \( T_p \) as the sampling period, the discrete-time model can be obtained by using Forward-Euler method [22] as:

\[
i_d(k+1) = i_d(k) + \frac{T_p}{L_d}(u_d(k) + L_q \omega(k) i_q(k)) - R i_d(k)
\]

\[
i_q(k+1) = i_q(k) + \frac{T_p}{L_q}(u_q(k) - L_d \omega(k) i_d(k)) - R i_q(k) - \lambda \omega(k)
\]

\[
\omega(k+1) = \omega(k) + \frac{T_p}{n_p}(J \omega) - \frac{T_s}{K} (T_s - T_e)
\]

where \( u_d \) and \( u_q \) are the stator voltages (\( d, q \) axis, respectively), \( i_d \) and \( i_q \) are the stator currents (\( d, q \) axis, respectively), \( L_d \) and \( L_q \) are the stator inductance (\( d, q \) axis, respectively), \( R \) is the stator resistance, \( \lambda \) is the PM flux linkage, \( n_p \) is the number of pole pairs, \( K \) is the inertia coefficient, \( T_s \) is load torque, \( T_e \) is the electromagnetic torque and \( \omega \) is the electrical rotor speed.

Fig. 1 indicates the phasor diagram of a PMSM in the rotor reference frame. As shown in Fig. 1, by assuming \( i_d = 0 \) the stator current space phasor will have only a quadrature axis component (\( i_q \)). Thus, for any given stator current, the maximum torque is achieved by the current controller [20].

2.2 Voltage Source Inverter

As shown in Fig. 2, a three-phase two-level voltage source inverter (VSI) is used in the PMSM drive system. In order to protect the switches, the inverter allows only eight different switch position combinations as listed in Table 1. They consist of two inactive (zero-voltage) vectors and six active vectors.

3 Proposed NMPC

In the MPC based method, for each sample time (\( k \)) an optimal input vector sequence is obtained by optimization of a user-defined cost function. But, only the first control signal in the optimal sequence is applied to the system. Therefore, to have a good speed tracking together with a high dynamic response, the cost function is defined as:

\[
J_1 = \sum_{j=1}^{N_p} P_i \left( \omega(k+j) - \omega^*(k+j) \right)^2
\]

where \( J_1 \) is the objective function, \( N_p \) is the prediction horizon, \( P_i \) is a weighting factor, the index \( i \) stands for the number of variables to be controlled, and \( \omega \) and \( \omega^* \) are the predicted and reference speed of the motor, respectively.

In the model-based predictive control approach, the future behavior of the controlled variables is predicted over a prediction horizon (\( N_p \)) by using the system model. Then, at each sampling period, the voltage vector which minimizes the objective function is selected. Hence, the on-line optimization process is realized.

3.1 Optimization Process

According to the cost function of (4), all the prediction steps over the prediction horizon are equally weighted in the cost function. Therefore, increasing the prediction horizon results in better selection of the optimal signal sequence but not optimal value for the first voltage vector. To overcome this problem, this paper proposes using a variable weighting factor (\( Q_i \)) in

Fig. 1 Steady-state phasor diagram of PMSM.

Fig. 2 Configuration of three phase VSI driving the PMSM.
the objective function which is decreased by increasing the prediction horizon. The proposed cost function is:

$$J_p = \sum_{j=1}^{N_p} Q_j P_j \left( \omega (k+j) - \omega^* (k+j) \right)^2$$  \hspace{1cm} (5)

Algorithm 1 describes an example of the optimization process of the proposed cost function. According to Algorithm 1, the following sequence is obtained for selecting the proper weighting factor ($Q_i$).

Proposed sequence to select the proper $Q_i$

$$Q_j = \frac{1}{j+1}, \hspace{0.5cm} j = 1, 2, \ldots, N_p,$$

As the cost function is the summation of the speed errors over the prediction horizon, the proposed $Q_i$ makes the initial steps more effective in the objective function. Thereupon, the control system gives more accurate response with a lower number of $N_p$ which reduces the computational burden of the control system. In addition, the proposed NMPC utilizes an incremental algorithm in its structure in order to avoid examining all the possible input voltage vectors over the prediction horizon. The flow diagram of optimization of the proposed cost function by using incremental algorithm is shown in Fig. 3.

4 Simulation Results

Simulation of the proposed drive system for a surface mounted PMSM (SPMSM) is performed using MATLAB/Simulink. Block diagram of the control system is shown in Fig. 4. The load torque is assumed to be measured. The specifications of SPMSM are included in Table 2. The sampling time is selected equal to 100 μs. Performance of the proposed and classical NMPC are compared in the following.

| Table 1 Eight possible combinations of vsi switches (1: switch on, 0: switch off). |
|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| SWITCH     | 1   | 2   | 3   | 4   | 5   | 6   | 7   | 8   |
| $S_{0}$    | 1   | 1   | 1   | 0   | 0   | 0   | 0   | 0   |
| $S_{b}$    | 0   | 0   | 0   | 1   | 1   | 1   | 1   | 1   |
| $S_{h}$    | 1   | 1   | 0   | 0   | 1   | 1   | 0   | 0   |
| $S_{a}$    | 0   | 0   | 1   | 0   | 1   | 0   | 1   | 0   |
| $S_{c}$    | 0   | 1   | 0   | 1   | 0   | 1   | 0   | 1   |
| Voltage Vectors | $V_1$ | $V_2$ | $V_3$ | $V_4$ | $V_5$ | $V_6$ | $V_7$ | $V_8$ |
| Voltage     | $V_{dc}$ | $V_{dc}$ | $V_{dc}$ | $V_{dc}$ | $V_{dc}$ | $V_{dc}$ | $V_{dc}$ | $V_{dc}$ |
| $V_{dc}$    | $\frac{2V_{dc}}{3}$ | $\frac{2V_{dc}}{3}$ | $\frac{V_{dc}}{3}$ | $\frac{V_{dc}}{3}$ | $\frac{V_{dc}}{3}$ | $\frac{V_{dc}}{3}$ | $\frac{V_{dc}}{3}$ | $\frac{V_{dc}}{3}$ |

Algorithm 1 Optimization process of proposed cost function

1: \hspace{0.5cm} $n_p = 3; \hspace{0.5cm} j = 1; \hspace{0.5cm} p_i = 1; \hspace{0.5cm} \text{instant} = k$ \hspace{0.5cm} % Initialization
2: \hspace{0.5cm} $n = 1, 2, \ldots, 8; \hspace{0.5cm} (V_{j1}, V_{j2}, \ldots, V_{j8})$ \hspace{0.5cm} % The eight possible combinations of the inverter switches, as the possible input voltage vectors.
3: \hspace{0.5cm} for \hspace{0.5cm} $n = 1 : 8$
4: \hspace{0.5cm} for \hspace{0.5cm} $j = 1 : N_p$
5: \hspace{0.5cm} $J^*_p = \sum_{j=1}^{N_p} Q_j P_j \left( \omega (k+j) - \omega^* (k+j) \right)^2$ \hspace{0.5cm} % Cost function
6: \hspace{0.5cm} $J^*_p = Q_1 P_1 \left( \omega (k+1) - \omega^* (k+1) \right)$
7: \hspace{0.5cm} $J^*_p + Q_2 P_2 \left( \omega (k+2) - \omega^* (k+2) \right)$
8: \hspace{0.5cm} $J^*_p + Q_3 P_3 \left( \omega (k+3) - \omega^* (k+3) \right)$
9: \hspace{0.5cm} end for
10: \hspace{0.5cm} end for
11: \hspace{0.5cm} $\text{min} \left( J^*_p, J^*_p, \ldots, J^*_p \right)$ \hspace{0.5cm} % It results optimal voltage vector sequence $[V_{j1}, V_{j2}, V_{j3}]_{opt}$. % Applying the first value of the optimal sequence to the system.
12: \hspace{0.5cm} $k = k+1$ and go to line 3. % Go to the next instant ($k+1$) and repeat the optimization.
4.2 Tracking Performance

4.2.1 Speed Tracking Performance with Constant Load Torque

First, speed tracking performance of the proposed NMPC strategy is studied. The reference speed accelerates up to 1000 rpm in 0.05 s, while the load torque is equal to 5 Nm. Then, the reference speed is stepped from 1000 to 2300 rpm at \( t = 0.1 \) s, and then comes back to 500 rpm at \( t = 0.15 \) s. The comparison of proposed NMPC and classical NMPC for above mentioned steps in speed reference is shown in Fig. 5. As shown in this figure, a good speed tracking (without overshoots) of the PMSM start is achieved by the proposed NMPC and the classical one. But according to the waveforms of the Fig. 5, the proposed NMPC has better tracking performance with smaller overshoots and faster dynamic response for step changes in the reference speed.

It should be noted that, the main difference of proposed NMPC with the classical one which are compared in simulation, is in the optimization process, while both methods use the same goals in the objective functions with the same weight coefficients. In order to investigate influence of the proposed cost function, the control specifications of proposed and classical NMPC are given in Table 3.

Obviously, in the MPC based methods, increasing the prediction horizon results in superior tracking performance. However, increasing the prediction horizon will increase the computational time. Table 3 reveals that the proposed cost function has caused the
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Fig. 5 a) Speed tracking performance with constant load torque ($T_L = 5 \text{ Nm}$) and b) Electromagnetic torque response for speed reference steps.

Table 3 Control specifications.

<table>
<thead>
<tr>
<th>Drive System</th>
<th>Prediction Horizon ($N_p$)</th>
<th>Control Horizon ($N_c$)</th>
<th>Computational Time for [0-0.2sec] (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classical NMPC</td>
<td>5</td>
<td>1</td>
<td>10.246</td>
</tr>
<tr>
<td>Classical NMPC + Proposed cost function</td>
<td>3</td>
<td>1</td>
<td>6.429</td>
</tr>
<tr>
<td>Classical NMPC + Proposed cost function + Incremental algorithm</td>
<td>3</td>
<td>1</td>
<td>5.817</td>
</tr>
</tbody>
</table>

control system to give a better tracking performance with a lower number of prediction horizon. As a result, the computational time is also reduced for 1.7 times. In order to show the effects of the proposed strategy in the Electromagnetic torque response shown in Fig. 5(b), the proposed NMPC provides the electromagnetic torque with lower ripple than the classical NMPC.

4.2.2 Speed Tracking Performance When Load Torque Changes

In this section, the load torque increases from 0 to 10 Nm at $t = 0.05$ s and then comes back to zero at $t = 0.15$ s, while the motor is running at a constant speed. The results are presented for $\omega = 1000$ rpm in Figs. 6(a) and 6(b) and for $\omega = 2000$ rpm in Figs. 6(c) and 6(d).

The PMSM should quickly provide the electromagnetic torque required for the load torque changes along with accurate tracking of the reference speed. Figs. 6(a) and 6(c), show the good speed tracking performance of the proposed method for a full-scale load torque change. Of course it should be noted that, the
classical NMPC has also a good speed stracking with a slight error, which at steady-state and for a more time simulation it will be close to zero. Also as shown in Fig. 6(c) and 6(d), in both the cases, the proposed NMPC gives better results compared to classical MPC.

4.3 Sensitivity Analysis

For evaluation of robustness of the proposed method, the proposed controller is tested for three cases: parameters variations, noise in input and noise in output. Such variations are due to coils temperature rise, short circuits, measurements or estimation errors.

In the case of parameter variations, 50% increase in the stator and rotor resistance and 50% decrease in the stator and rotor inductance of the PMSM has occurred. For this purpose, in the simulations, the value of desired parameter is changed in the PMSM model but, it is kept constant in the predicted model. The effect of these variations on the speed tracking of the proposed controller is shown in Fig. 7. For the cases of parameters variations, the PMSM is rotating at 1000 rpm with no load. First, load torque changes to nominal value (0-10 Nm) at \( t = 0.05 \) s, then at \( t = 0.1 \) s, the speed reference changes to 2000 rpm and finally, the load torque returns to zero at \( t = 0.15 \) sec. As shown in waveforms of Fig. 7, even though both methods have satisfactory responses, the proposed NMPC indicate the better speed tracking performance with lower overshoots, lower ripples and smaller errors when the stator and rotor resistance increases and stator and rotor inductance, respectively.

In the case of noise in input and output, 5% error has been added to all measurements and estimations in the controller. Similar to part A, in this case the reference speed accelerates up to 1000 rpm in 0.05 s, while the load torque is equal to the nominal value (10 Nm). Then, the reference speed is stepped from 1000 to 2300 rpm at \( t = 0.1 \) s, and then comes back to 500 rpm at \( t = 0.15 \) s. Fig. 8 shows the speed and electromagnetic responses of the controllers in the case of 5% noise in all the input signals and all the measurements and estimations.

As shown in Fig. 8, proposed and classical NMPC have satisfactory performance the proposed NMPC. However, the proposed NMPC tracks the speed reference with lower overshoots and error. Finally, it can be said that, the proposed NMPC with less number of prediction horizon has a better performance in different conditions compared to the classical NMPC.

5 Conclusion

In this paper, a new optimization strategy for MPC method is proposed. It utilizes a sequence of weighting factors to gradually reduce the effect of the following errors over the prediction horizon. The paper also suggests using an incremental algorithm to avoid examining all the inputs over the prediction horizon. Therefore, the use of proposed method reduces the computation burden of the control system. Hence, it can be employed for a wide range of nonlinear systems. The proposed NMPC is evaluated for an SPMSM drive system by simulation. The simulation results prove the
Fig. 7 Speed responses for motor parameters variations, a) 50% increase in stator resistance, b) 50% increase in rotor resistance, c) 50% decrease in stator inductance and d) 50% decrease in rotor inductance.

Fig. 8 Speed and torque responses for noise in input and noise in output.
benefits of the proposed NMPC against the classical NMPC, which are listed as follows:
- It reduces the computational time up to 1.7 times;
- Faster dynamic response;
- Lower overshoots;
- More robust against parameter variations, noise in input and noise in output.
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