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Abstract: Among a multitude of diverse control methods proposed for doubly fed induction generator (DFIG) based wind energy conversion systems, direct power control (DPC) method has demonstrated superior dynamic performance and robustness in presence of disturbances. However, DPC is not a flawless method and shortcomings like necessity for high sampling frequency, high-speed sensors and less noise-affected sampling circuit need to be mitigated by utilizing fuzzy controllers. Parameter setting in a fuzzy controller plays a vital role, especially under non-ideal grid conditions. In this paper, a fuzzy-genetic algorithm-based direct power control (FGA-DPC) method is proposed for DFIG, while, the parameters of the fuzzy controller are optimized by genetic algorithm. The objective of the optimization is to minimize the stator active and reactive power errors to increase the precision of reference tracking. The objectives of the controller are also optimizing active power absorption based on the zone of operation and adjustment of reactive power according to grid requirements. The proposed method improves the overall precision and speed of transient response as well as significantly reducing power oscillations under non-ideal grid conditions. Finally, to demonstrate the effectiveness of the proposed method, extensive simulations are performed in Matlab/Simulink under different conditions.
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Nomenclature

$\varphi_s, \varphi_r$: Stator and rotor flux vectors
$I_s, I_r$: Stator and rotor current vectors
$V_s, V_r$: Stator and rotor voltage vectors
$L_m$: Mutual inductance
$L_s, L_r$: Stator and rotor self-inductances
$R_s, R_r$: Stator and rotor resistances

Subscripts

$s, r$: Stator, rotor
d, q: Synchronous d-q axis

Superscript

$s$: Synchronous reference frame

1 Introduction

In the past decades, with increasing use of renewable energy resources, it has been reported that the cumulative wind capacity installed worldwide at the end of 2021 would reach over 800 GW [1]. Among the generators used in variable speed wind turbines, doubly fed induction generators (DFIG) have been considered to a greater extent [2-5]. So, various control methods have been proposed for DFIGs. Among these methods, direct power control (DPC) offers many advantages include: fast dynamic response, simplicity in calculations, and robustness against machine parameter mismatches [6-9]. The DPC method presented in [10], imposes some drawbacks such as variable switching frequencies. Although several methods have been proposed with fixed switching frequency [11, 12], these methods require high sampling frequency to show good steady state and transient performance. High sampling frequency means high-speed sensors and sampling circuits which must be enough robust against external noise, which leads to increased cost of the system. So in [13, 14], direct power control method based on fuzzy
controller has been proposed. This controller provides advantages such as reduced dependence on accurate model of the system, robustness against change in the machine parameters, and robustness against noise. In [13], DPC is presented based on discrete space vector modulation (DSVM), and a fuzzy controller is used to reduce power ripples. The switching table used in this method makes it necessary for reducing the power ripples to have high switching frequency and many vector definitions. In [14], the fuzzy-based DPC is used to control the active and reactive powers. However, this method restricts its control on fixed power gained from the turbine. Besides, it does not consider the turbine dynamics connected to the DFIG and its analytical information. On the other hand, due to the nonlinearity and complexity of the system, it is not easy to find the optimal scale factors for the controller, which was not addressed in this reference.

Since finding the optimal fuzzy control coefficients plays an important role in the accuracy of the response and lower power errors, optimization algorithms can be used for the automatic adjustment of these coefficients. Among these algorithms, genetic algorithm (GA) because of its advantages such as wide solution space, ease of discovering global optimum, resistance against becoming trapped in local optimum and ease of implementation is highly attractive and usable [15-17].

In this paper, a new direct power control strategy for DFIG in wind energy conversion systems is proposed. The proposed strategy is fuzzy-genetic algorithm-based direct power control (FGA-DPC). The aim of optimizing the scale factors by the genetic algorithm is to minimize the stator active and reactive power error in reference tracking. Also, by the appropriate setting of reference power, the power absorbed from the turbine is adjusted with respect to the performance zone. In other words, the purpose of the controller is to adjust reactive power according to grid requirements and optimize the active power with the minimum error.

2 System Description

The mechanical power of the wind turbine \( P_t \) is a function of the available power in the wind \( P_r = \frac{1}{2} \rho \pi R^2 v^3 \). The mechanical power of the wind turbine can be obtained based on (1):

\[
P_t = P_r C_p (\lambda, \beta_r) = \frac{1}{2} \pi \rho R^2 v^3 C_p (\lambda, \beta_r)
\]

where \( v \) is the wind speed, \( \rho \) is the air density, and \( R \) is the blade length, respectively. On the other hand and after some calculations, the mechanical torque of the turbine can be obtained as follow [18].

\[
T_t = \frac{P_t}{\omega_m} = \frac{1}{2} \pi \rho R^2 v^3 C_p (\lambda) R^2 \frac{1}{\omega_m}
\]

where \( C_p (\lambda) \) is the torque coefficient of the turbine. When the pitch angle \( \beta_r \) is constant, \( C_p \) is a nonlinear function of \( \lambda \) and has a unique maximum value for \( \lambda = \lambda_{opt} \) that is shown in Fig. 1(a). The relationship between wind speed and produced power by the turbine is shown in Fig. 1(b). The turbine performance is useful just in two regions; in zone 2 (partial load zone), in which the target would be to absorb maximum power from the wind. In zone 3 (full load zone), in which it is necessary to limit the absorbing power to the rated value by controlling pitch angle of the blades or electrical circuit.

2.1 Dynamic Model of the DFIG

The dynamic behavior of the DFIG can be explained based on the five differential equations [14].

\[
V_s^* = R_s I_s^* + \frac{d \phi_s'}{dt} + j \omega_s \phi_s'
\]

\[
V_s^* = R_s I_s^* + \frac{d \phi_s'}{dt} + j \left( \omega_s - \omega_m \right) \phi_s'
\]

\[
\phi_s' = L_s I_s^* + L_m T_e'
\]

\[
\phi_s'' = L_m I_s^* + L_s I_s'
\]

\[
T_e = \frac{3}{2} \frac{\rho}{\omega_m} \left( \phi_m I_m - \phi_s I_m \right) = T_t - J \frac{d \omega_m}{dt}
\]

where \( \omega_s \) and \( \omega_m \) are stator and mechanical angular frequencies, respectively. In addition, \( T_t \) denotes the electrical torque of the generator, \( T_e \) is the torque produced by the wind turbine, \( J \) is the inertia of the whole rotating parts, and \( p \) is the number of pole pairs.
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**Fig. 1** Wind energy conversion system: a) Curve of \( C_p(\lambda) \) based on \( \lambda \), \( C_p(\lambda) = 9.5946(12 / \lambda - 1)e^{-4.20(\lambda)} \), \( (\beta_r = 0) \) and b) Zones of operation for a wind turbine.
3 Controller

3.1 Active and Reactive Power Control

Using (5) and (6), the stator current in the synchronous reference frame is obtained as follows:

\[
I' = \frac{L \phi' - L_n \phi'_o}{L L_i - L_n^2} - \frac{\phi'_i - L_n \phi'_o}{\sigma L_i L_r}
\]

\[
\sigma = \frac{L L_i - L_n^2}{L L_r}
\]

(8)

Under ideal grid voltages, amplitude and rotating speed of the stator flux are fixed, so \(d\phi_i/dt = 0\). Therefore, neglecting the stator resistance, the stator voltage equation can be simplified as (9).

\[
V' = V_d + jV_q = j\omega \phi_i'
\]

(9)

By alignment of \(d\)-axis of synchronous reference frame and the stator flux vector, active and reactive power can be expressed as follow:

\[
P_s = k_e V_q \phi_q
\]

(10)

\[
Q_s = -k_e V_p \left( L V_q - \phi_q \phi_q \right)
\]

(11)

where \(k_e = \frac{3}{2} \frac{L}{L_p} \sigma L_r \). The Eq. (10) and (11) imply that the injected active and reactive power to the grid can be controlled by \(\phi_q\) and \(\phi_p\), respectively. Now, the rotor flux derivation at each small sampling time \((T_s)\) can be written as follows:

\[
d\phi_i' = \frac{\phi_i' (k + 1) - \phi_i' (k)}{T_s} = V' - R I'_i = \left( V_d - j V_q \right) - j \left( \omega_1 - \omega_m \right) \phi_i' (k)
\]

(12)

After decomposing (12) and regardless of the rotor resistance, \(d\) and \(q\) components of the rotor flux in the \((k+1)\) sample instant are obtained and given in (13) and (14).

\[
\phi_o (k + 1) = \phi_o (k) + T V (k)
\]

\[
\phi_p (k + 1) = \phi_p (k) + T V (k)
\]

(13)

\[
\phi_p (k + 1) = \phi_p (k) + T V (k)
\]

(14)

In a dead beat theory with two sample delays, the target is to calculate the switching signal at instant \(k+1\) based on the current values (instant \(k\)). As a result, all of the values at instant \(k+1\) are considered the reference values, so:

\[
P_{ref} (k) = P (k + 1)
\]

(15)

\[
Q_{ref} (k) = Q (k + 1)
\]

(16)

Again, by considering (15) and (16) and substituting (13) and (14) in (10) and (11), the rotor reference voltage values in the synchronous reference frame are obtained as follows [14]:

\[
V_{dr} (k) = \frac{1}{T_s} \frac{\phi'_i (k)}{k^2} + \left( \omega_1 - \omega_m \right) \phi_d
\]

(17)

\[
V_{dq} = \frac{1}{T_s} \frac{-\Delta Q}{k^2} + \left( \omega_1 - \omega_m \right) \phi_q
\]

(18)

Therefore, the stator active and reactive power control occurs through \(q\) and \(d\) components of the rotor voltage \((V_{dr}\) and \(V_{dq}\), respectively.

To generate the reference voltages of the rotor side converter, reference values of the stator active power at the speed higher and lower speeds than the rated speed are needed. When the machine is operated in the maximum power absorption \((C_p = C_{pm}, \lambda = \lambda_{opt})\), the torque can be stated in proportion to the square of the rotors speed as follows:

\[
T_{opt} = \frac{\pi \rho R^3 C_{pm}}{2k \rho L_i} \rho \omega_m^2 = k_o \omega_m^2
\]

(19)

where \(k_o = \frac{\pi \rho R^3 C_{pm}}{2k \rho L_i} \rho \). On the other hand, when the wind speed is high and power production is limited to the rated value, the torque equation can be obtained as (20).

\[
T_s = \frac{P}{\omega_m}
\]

(20)

where \(P\) is rated power. Therefore, the value of \(P_{ref}\) is proportional to:

\[
P_{ref} = T_{ref} \frac{\omega_s}{p}
\]

(21)

where \(T_{ref}\) is the amount of reference torque which is dependent on the performance zone presented in (19) and (20). Finally, the amount of \(Q_{ref}\) is considered according to the needs of the grid.

3.2 Design of FGA-DPC

In this study, in order to control active and reactive powers, two independent fuzzy controllers are used. Active power controller gets the stator active power error \((e_p)\) and its integration \((\int e_p)\) as input and produces \(q\)-axis rotor voltage \((V_{dr})\) as output. On the other hand, reactive power controller inputs are stator reactive power error \((e_q)\) and its integration \((\int e_q)\) and its output is \(d\)-axis rotor voltage \((V_{dq})\). The structures of the proposed controllers are shown in Fig. 2(a).

Each input and output variable in the fuzzy plane is
introduced with seven membership functions. These membership functions are shown in Fig. 2(b) and fuzzy rules are shown in Table 1.

An example of these rules is considered below:

If \( e = x \) and \( e = y \), then \( w \).

In the proposed controller, Mamdany inference engine, min–max fuzzy communication system, and defuzzification method of centroid are used [18]. In the structures of the proposed controllers shown in Fig. 2(a), \( K_{IE,P} \), \( K_{IE,Q} \), \( K_{E,P} \), and \( K_{E,Q} \) are input scale factors of the active and reactive power controllers, respectively. Besides, \( K_{P,P} \), \( K_{I,P} \), \( K_{P,Q} \), and \( K_{I,Q} \) are output scale factors of the controllers. These coefficients are adjusted by genetic algorithm because of its advantages.

3.3. Genetic Algorithm
Genetic algorithm, instead of working on a solution and optimizing it in the next iteration, works on the set of solutions simultaneously and gradually converges toward an optimal point. Thus, the probability of falling into the local minimum trap is too low.

The steps of the GA algorithm implementation for the proposed method are summarized as follows:

1. Start: At this stage, the initial population is randomly generated according to the production method given in (22).

   \[
   \text{Initial population} = (K_{lo} - K_{hi}) K_{norm} + K_{lo}
   \]  

   (22)

where \( K_{lo} \) is the largest number in a range of variable, \( K_{hi} \) is the smallest number in a range of variable, and \( K_{norm} \) is the normalized value of variable. The initial population size is considered equal to 20.

2. Fitness: The merit of each chromosome is evaluated based on the objective function which is defined as Minimize \( J_{total} \):

   \[
   J_{total} = \int [(W_1 |P_{ref} - P_1| + W_2 |Q_{ref} - Q_1|) dt]
   \]  

   (23)

where \( W_1 \) and \( W_2 \) are the weighting coefficients.

3. Selection: Two parents are selected from a population based on their fitness (more fitness, more chance of being selected).

4. Crossover: At this stage, the crossover operators act on the chromosomes of the parents. Each pair of parents is considered below:

   \[
   \text{Parent } 1 = \begin{bmatrix} P_{m1} & P_{m2} & \ldots & P_{mn_a} \\ P_{n1} & P_{n2} & \ldots & P_{nm} \end{bmatrix}
   \]

   \[
   \text{Parent } 2 = \begin{bmatrix} P_{d1} & P_{d2} & \ldots & P_{dm} \end{bmatrix}
   \]

   \[
   \alpha = \text{roundup} \left( \text{random } * N_{var} \right)
   \]  

   (24)

where \( m \) and \( d \) are the indexes of the mother and father chromosomes. Also, \( N_{var} \) is the number of variables which equal to 8. The chromosomes selected in (24) are combined to produce children by single-point crossing. Finding the random point to single-point crossing is shown in (25) [19].

   \[
   P_{new 1} = P_{ma} - \beta \left( P_{ma} - P_{da} \right)
   \]

   \[
   P_{new 2} = P_{da} + \beta \left( P_{ma} - P_{da} \right)
   \]  

   (25)

where \( \beta \) is a random value within the range (1,0). The final stage in crossing is completing children as shown in (26):

   \[
   \text{offspring } 1 = \begin{bmatrix} \text{offspring } P_{1} & \text{offspring } P_{2} & \ldots & \text{offspring } P_{n} \end{bmatrix}
   \]

   \[
   \text{offspring } 2 = \begin{bmatrix} \text{offspring } Q_{1} & \text{offspring } Q_{2} & \ldots & \text{offspring } Q_{n} \end{bmatrix}
   \]  

(26)

5. Mutation: At this stage, mutation process with probability 0.2 acts on the chromosomes of crossover and, by changing the bits of chromosomes, creates a way to enter new information.

![Fig. 2 The proposed active and reactive power controllers: a) Controllers block diagram and b) Normalized membership functions.](image)

<table>
<thead>
<tr>
<th>Table 1 Rule base of fuzzy controller.</th>
</tr>
</thead>
<tbody>
<tr>
<td>z</td>
</tr>
<tr>
<td>---------------------------</td>
</tr>
<tr>
<td>Z</td>
</tr>
<tr>
<td>NS</td>
</tr>
<tr>
<td>NM</td>
</tr>
<tr>
<td>NB</td>
</tr>
<tr>
<td>NB</td>
</tr>
<tr>
<td>NB</td>
</tr>
</tbody>
</table>
6. **Accepting:** Then, the children are placed in a new population.

7. **Replace:** At this stage, the new population is selected to enter the next stage algorithm, which is done by comparing the fitness of chromosomes.

8. **Test:** At this stage, all the new population will be assessed. If the conditions for termination of the algorithm are provided, the algorithm ends; otherwise, the population as initial population will be used for the next stage.

In the optimization process via GA, the goal is to minimize \( J \) (fitness function) in order to minimize the stator active and reactive power error to precisely track the reference values. For this purpose, optimization variables are considered as \( K_p, P, K_i, P, K_{IE}, P \) and \( K_{EI}, Q \) for active power controller and \( K_p, Q, K_{IE}, Q \) for reactive power controller. So there are 8 optimization variables in genetic algorithm. The detailed block diagram for fuzzy controller optimized by genetic algorithm is shown in Fig. 3.

Actually, the fitness function is obtained from simulated system in Simulink and it has been called using “sim” command in genetic algorithm to capture the results from Simulink file.

### 4 Simulations Results

In order to evaluate the performance of the proposed control system under various conditions, extended simulations in Matlab/Simulink are carried out. The scheme of the simulated system is shown in Fig. 4(a). The parameters of the simulated system are given in Table 2. A wind speed profile is considered as shown in Fig. 4(b), which guarantees the operation of the system in both acceptable zones.

In order to provide a better evaluation and show the superior performance of the proposed FGA-DPC controller, the results of implementing the proposed controller are compared to those of a PI controller under various condition that gains of PI controller is also set by genetic algorithm [20]. The convergence of the objective function in terms of the number of generations is presented in Fig. 5, demonstrating that, at the end of the algorithm, the objective function reaches its optimal value. The scale factors of proposed controller are given in Table 3.

In order to provide a better evaluation and show the superior performance of the proposed FGA-DPC controller, the results of implementing the proposed controller are compared to those of a PI controller under various condition that gains of PI controller is also set by genetic algorithm [20]. The convergence of the objective function in terms of the number of generations is presented in Fig. 5, demonstrating that, at the end of the algorithm, the objective function reaches its optimal value. The scale factors of proposed controller are given in Table 3.

### 4.1 Operation under Ideal Grid Condition

The first study is related to evaluating the performance of the control system in normal grid conditions. In this case, the reference active power is prepared according to (21) in order to achieve the control purposes. The results for active and reactive powers are shown in Fig. 6. Also, stator and rotor currents are shown in Fig. 7. Accordingly, the results indicate precise and appropriate reference tracking of the proposed controller with lower errors, which leads to improved power absorption process from wind turbine and also supplies the required reactive power.
Table 2 Parameters of the simulated system.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J$</td>
<td>3.662 kg.m²</td>
</tr>
<tr>
<td>$k_g$</td>
<td>25</td>
</tr>
<tr>
<td>$C_{\text{max}}$</td>
<td>0.4</td>
</tr>
<tr>
<td>$\lambda_{\text{opt}}$</td>
<td>7.5</td>
</tr>
<tr>
<td>$R$</td>
<td>7.3 m</td>
</tr>
</tbody>
</table>

DFIG’s Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{nom}}$</td>
<td>50 Hp</td>
</tr>
<tr>
<td>$R_s$</td>
<td>82 mΩ</td>
</tr>
<tr>
<td>$R_r$</td>
<td>228 mΩ</td>
</tr>
<tr>
<td>$L_s$</td>
<td>35.5 mH</td>
</tr>
<tr>
<td>$L_r$</td>
<td>35.5 mH</td>
</tr>
<tr>
<td>$L_m$</td>
<td>34.7 mH</td>
</tr>
<tr>
<td>$P$</td>
<td>2</td>
</tr>
</tbody>
</table>

Grid’s Parameters

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V_s$</td>
<td>$\sqrt{3}/2$ V</td>
</tr>
<tr>
<td>$f_s$</td>
<td>60 Hz</td>
</tr>
</tbody>
</table>

Table 3 Parameters of proposed controller.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{E.P}$</td>
<td>1.65e-4</td>
</tr>
<tr>
<td>$K_{I.P}$</td>
<td>3.32e-5</td>
</tr>
<tr>
<td>$K_{E.Q}$</td>
<td>1.67e-4</td>
</tr>
<tr>
<td>$K_{I.Q}$</td>
<td>9.60e-5</td>
</tr>
<tr>
<td>$K_{P.P}$</td>
<td>95.71</td>
</tr>
<tr>
<td>$K_{P.Q}$</td>
<td>66.28</td>
</tr>
<tr>
<td>$K_{I.P}$</td>
<td>37.53</td>
</tr>
<tr>
<td>$K_{I.Q}$</td>
<td>56.49</td>
</tr>
</tbody>
</table>

Fig. 5 Convergence of objective function.

Fig. 6 Performance of FGA-DPC and PI controllers in normal grid conditions.

Fig. 7 Stator and rotor currents in normal grid conditions.
4.2 Operation under Non-Ideal Grid Voltage

4.2.1 Operation under Grid Voltage Dip

In this study, the grid voltage dip condition is considered on the operation of the DFIG. This fault is a 20% voltage dip in 200 ms. For gaining a better assessment of the transient performance, the wind and reactive powers are considered to be constant and the results are shown in Fig. 8(a). The results reveal that the use of the proposed controller not only is effective in fast oscillation damping of the active and reactive power, but also makes the system stable earlier which improves the whole stability of the system. It is worth to be mentioned that the THD value of the grid current is 1.3% under this condition for the proposed method which verify the effectiveness of the proposed method.

4.2.2 Operation under Imbalanced Grid Voltages

In order to study the behavior of the controller under the condition of imbalanced grid voltage, three-phase voltages of the grid with regard to the sequence of positive and negative sequence components are considered in (27). The performance of the controllers in this mode for tracking the stator powers considering \( k = 0.01 \) is shown in Fig. 8(b).

\[
\begin{align*}
V_{a+} &= V_m \cos(\omega t) + kV_m \cos(\omega t + \frac{2\pi}{3}) \\
V_{a-} &= V_m \cos(\omega t - \frac{2\pi}{3}) + kV_m \cos(\omega t - \frac{2\pi}{3})
\end{align*}
\]

The results show a significant reduction in power oscillations by using the fuzzy genetic controller in comparison to the case using PI controller. Also, for better comparison, the value of power ripple is obtained from (28) and the results for the proposed method, conventional DPC method [14] and PI control methods are shown in Table 4. Accordingly, it is confirmed that the proposed method not only provides better performance than PI controllers but also, it also shows lower power ripple compared to the conventional DPC method.

\[
\Delta s (\%) = \frac{\Delta P^2 + \Delta Q^2}{P_v^2 + Q_{mf}^2} \times 100
\]

5 Conclusion

To precisely regulate the active and reactive powers of the DFIG in wind energy conversion systems, the new

<table>
<thead>
<tr>
<th>( k )</th>
<th>FGA</th>
<th>PI</th>
<th>Conventional DPC [14]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>3.70</td>
<td>6.79</td>
<td>5.4</td>
</tr>
<tr>
<td>0.03</td>
<td>11.30</td>
<td>19.58</td>
<td>16.7</td>
</tr>
</tbody>
</table>

![Figure 8](image-url)
fuzzy genetic-based direct power control method was proposed in this paper. The genetic algorithm was used for the optimal adjustment of coefficients of the fuzzy controller in order to minimize power error and increase the response precision. In addition, based on the zones of wind turbine operation, different objectives were considered. In order to study the control performance, extensive simulations were performed under different wind speeds and different grid conditions and the results were compared with those of a PI controller. By implementing the proposed controller, the reference tracking error and power oscillations were decreased and the oscillation of the active and reactive power was damped after disturbance clearance in a faster rate.
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