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Abstract: In this paper a novel method based on evolutionary algorithms is presented to estimate the harmonic components. In general, the optimization of the harmonic estimation process is a multi-component problem, in which evaluation of the phase and harmonic frequency is the nonlinear part of the problem and is solved based on the mathematical and evolutionary methods; while estimation of amplitude of the harmonic component is a linear issue that is performed by combining the least squares method with the aforementioned approaches. In this paper, firstly, the optimal estimation of integer harmonic components has been introduced based on the improved shuffled frog leaping algorithm (ISFLA) in the presence of two types of noise. The obtained results present the lower error of the proposed method than to IGHS, FBF PSO, GA and FFT methods. Thereafter, the effectiveness of the presented algorithm in optimal estimation of frequency, phase, and amplitude of the integer and non-integer harmonics are investigated. The optimization of the estimation of various harmonic components under different conditions using ISFLA leads to an improvement in the assessment of power quality in power systems especially in the distribution networks, considering a lot of the nonlinear loads and harmonic resources connected to the network.
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1 Introduction

The harmonic pollution is one of the most important issues related to the power quality in power systems. Nonlinear loads in power systems, especially in distribution and sub-transmission networks, are the main source of harmonics. Usually, active and passive filters have been used to mitigate the harmonics in power systems. However, harmonic components of voltage and/or current signals must be measured prior to design a proper filter for power network. As a consequence, harmonic detection is of the great importance in power quality improvement.

The Fast Fourier Transform (FFT) is a common approach for obtaining harmonic components of the measured signal. The main disadvantage of FFT is the notable error in the case of frequency deviation or voltage fluctuation. However, it should be mentioned that in the harmonic estimation problems, in addition to minimizing the error, the required time for analyzing the waveform is also important.

An approach based on FFT and using a sampling window with variable width has been presented in [1], in which both integer and non-integer harmonics have been studied. In [2], the spectral analysis of the waveform has been used for determining the intermediate harmonics and sub-harmonics. Also, by estimating the spectral density function of the waveform, the integer harmonic components have been detected.

Reference [3] makes a comparison between some existed methods for estimating the frequency of harmonic components and performed the sensitivity analysis to investigate the noisy condition.

In [4], a fast approach based on Adaline algorithm and the least squares method has been presented for detection the harmonic components in presence of DC component. Some methods based on analytical approach [5], PSOPC algorithm [6], genetic algorithm (GA) [7] and FBF algorithm [8] to prediction the amplitude of harmonic components have been illustrated. In order to surpass the limitations of FFT, a method based on Kalman filter is presented in [9].
In [10], an algorithm inspired by the performance of musicians in achieving the best state of harmony between notes, has been used. In [11] and [12], by applying some changes in the implementation of the HS algorithm during optimization, estimation of harmonic components have been carried out.

In this paper, a hybrid approach is used for estimating the amplitude, phase, and angular frequency of the different harmonic component. In the presented method, the least squares method is used for estimating the linear part of each harmonic component, i.e. amplitude and the ISFLA is utilized for determining the nonlinear parts of each harmonic component that are the resultant phase and angular frequency of each harmonic component. In other words, the phase, frequency, and amplitude of different harmonic components can be estimated, simultaneously. The effects of the noise on the harmonic detection, the presence of damping dc component and frequency deviation on the efficiency of the proposed algorithm are also investigated.

The main goal of solving the problem is to determine the phase and angular frequency is a non-linear, and calculation of the amplitude is a linear problem. In each iteration, at first, \( \omega_{h} \) and \( \phi_{h} \) are determined and then, knowing the sampling time, \( \omega_{h}^{*} \) is calculated by (5). Finally, the amplitudes \( \omega_{h}^{*} \) can be calculated once \( \omega_{h} \) and \( \phi_{h} \) have been estimated. Assuming \( \omega_{h}^{*} \) as a full rank matrix, and using the least squares method, the amplitude can be estimated as follows

\[
D = \left[ D_{1} \quad \ldots \quad D_{n} \right]
\]

Now, for the estimated harmonic components we have

\[
S(i) = Hr(i) \cdot D + N(i), \quad i = 1, 2, \ldots, B.
\]

From the above equations, it can be seen that determining the phase and angular frequency is a non-linear, and calculation of the amplitude is a linear problem. In each iteration, at first, \( \omega_{h} \) and \( \phi_{h} \) are determined and then, knowing the sampling time, \( \omega_{h}^{*} \) is calculated by (5). Finally, the amplitudes \( \omega_{h}^{*} \) can be calculated by (8). Using (8) guarantees that the best amplitude is selected in accordance with the estimated phase and angular frequency so that the difference between \( S(t) \) and \( S(t)^{*} \) is minimized. Therefore, the general objective function could be defined as follows

\[
f = \sum_{i=1}^{B} \left( S(i) - S(i)^{*} \right)^{2}.
\]

In each iteration, the objective function is calculated for the amplitude, phase, and the frequency of harmonic components, separately, and their relevant optimal values are obtained by minimizing (9).

### 3 SFLA Algorithm

The SFLA is an optimization approach which is inspired by the social behavior of the frogs to find the place of the greatest food. This algorithm generally initially produces primary populations that contain \( p \) frog in the range of the solution space. Each of these
frogs, which in fact represents a solution for the estimation of harmonic components, is stored in the matrix THE so that the size of this matrix indicates the number of primary populations.

For each of the arrays of the matrix THE, the objective function is computed and the results are stored in a matrix called ATHE. The mentioned matrices are arranged according to the level of frog fitness. Then, the whole population is divided into m groups, so that each group includes n frog. Finally, the local search is run.

In the local search, the position of the worst frog of each group, according to the position of the best answer of that group, or even the best answer of the all groups, is improved and hence the average fitness of the frog increases. In order to go through this, for a specified number of iterations, the following steps are repeated for each group:

**Step 1:** The best frog \( X_0 \) and the worst frog \( X_e \) of each group are determined based on their fitness.

**Step 2:** The position of the worst frog in each group is updated using the following equations

\[
Mu = \text{rand} \times (X_b - X_w) \quad (10)
\]

\[
X_w^{\text{new}} = X_w^{\text{old}} + Mu \quad (11)
\]

For the new frog, the objective function is calculated, and if the solution is improved, the new frog is replaced and the program moves to the fifth step. Otherwise, the next step is executed.

**Step 3:** In this stage instead of \( X_w \), the best solution of all groups which is the first array of matrix THE is used. The best solution of all groups is called \( X_g \). If the solution is improved, the frog is replaced and the process goes to step 5; otherwise it goes to the step 4.

**Step 4:** In this step, a new frog is generated randomly and replaced the worst frog.

**Step 5:** The steps 1 to 4 are repeated to the specified number to meet the stopping criteria.

### 3.1 The ISFLA Algorithm

The SFLA benefits of its high speed, but it can be caught up in local optimums in solving complex and nonlinear mathematical problems. For this reason, in this paper, an ISFLA is introduced in which the search speed is improved than to its conventional version and the worst frog movement in each group in the local search is changed.

In order to do that, firstly, the following mutation vector is generated for the worst case in each iteration:

\[
Mun = F \times (X_{r1} - X_{r2}) \quad (12)
\]

\[
PX_w = X_g + Mun \quad (13)
\]

where \( X_{r1} \) and \( X_{r2} \) are two different frogs that are randomly selected among the frogs in the group. \( F \) is known as mutation coefficient and determines the difference between the amplitude of the \( X_{r1} \) and \( X_{r2} \), and \( X_e \) is the best solution generated until the current iteration. However, the value of the \( j^\text{th} \) vector parameter in the next iteration is determined using the following equation

\[
X_{wj}^{\text{new}} = \begin{cases} 
PX_w, & \text{if rand} < CR_g \quad \text{or} \quad j = m \\
X_{wj}^{\text{old}}, & \text{otherwise} 
\end{cases} \quad (14)
\]

where rand is a random number uniformly distributed within the interval \([0, 1]\), \( CR_g \) is the global crossover constant that has a value within \([0, 1]\), \( rm \) is a random number which is selected from the interval of THE parameters and implies that at least one of the parameters of \( X_{wj}^{\text{new}} \) must be selected from \( PX_w \) values.

If the fitness value of the new solution is better than the previous one, the previous frog will be replaced; otherwise, the best solution of each group will be replaced by \( X_b \) and local crossover rate (\( CR_g \)) will be replaced by \( CR_g \) and (12)-(14) are repeated. If a better solution is not obtained at this stage, a frog is generated randomly.

### 4 Simulation Results

In order to analyze the performance of the proposed method, a test signal which is the waveform of a three-phase full rectifier is used [6-8], [12]. The harmonic characteristic of the test signal with the fundamental frequency of 60 Hz is shown in Table 1.

The test signal is studied in three different conditions: 1) without the noise, 2) with uniform noise, and 3) with Gaussian noise. In the noisy states, the signal-to-noise ratio (SNR), 0, 10, and 20 dB is added to make the estimate closer to reality. According to references [6-8] and [12], the number of samples in each period of the signal is 64. The resultant error in all cases is calculated by (15) in which \( S(i) \) and \( S'(i) \) represent the \( i^\text{th} \) sample of the real and the estimated signal, respectively.

\[
Error = f \times (\sum_{i=1}^{n} (S(i) - S'(i))^2/n) \times 100 \quad (15)
\]

where \( S(i) \) is the \( i^\text{th} \) sample of the signal and \( f \) is the main frequency.

#### 4.1 Estimation of Integer Harmonics

In this section, the optimal estimation of integer harmonics is performed and consequently, the harmonic

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Harmonic characteristics of the test signal.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order of Harmonic</td>
<td>Amplitude [p.u]</td>
</tr>
<tr>
<td>0.33 (20 Hz)</td>
<td>0.505</td>
</tr>
<tr>
<td>1 (60 Hz)</td>
<td>0.950</td>
</tr>
<tr>
<td>2.4 (144 Hz)</td>
<td>0.505</td>
</tr>
<tr>
<td>5 (300 Hz)</td>
<td>0.090</td>
</tr>
<tr>
<td>7 (420 Hz)</td>
<td>0.043</td>
</tr>
<tr>
<td>11 (660 Hz)</td>
<td>0.030</td>
</tr>
<tr>
<td>13 (780 Hz)</td>
<td>0.033</td>
</tr>
</tbody>
</table>
order is defined. Once the value of $\omega$ has been obtained, the amplitude and the phase of each harmonic component must be determined. In order to go through this, the objective function in the $Hr$ matrix is minimized once the phase component of each harmonic is estimated and the relevant amplitude is calculated by means of the least squares method.

Firstly, the fundamental component is estimated by the proposed algorithm and compared with the other methods, Table 2. The results are obtained by averaging the output of 10 runs of the program in each level. As it is clear from Table 2, the proposed ISFLA based approach has the lowest error compared to those obtained by the approaches presented so far. However, the duration time needed for calculation is about several tenths of a second slower than in [8], and [12], while is much faster than that presented in [6]. It should be mentioned that the computer used in this research suffers from its weaker performance than those used by other references.

The main goal in harmonic estimation is the accuracy of the method, but the time needed for detection is also a concern for harmonic elimination by active filters. However, the needed time for harmonic detection by ISFLA is acceptable.

Fig. 1 shows the fundamental components of the real and estimated signals in the presence of uniform and Gaussian noise with an SNR of 0 dB, respectively.

In the next step, all the harmonic components including fundamental, 5th, 7th, 11th and 13th harmonic order were estimated by the proposed ISFLA method and the previous approaches under three different noisy conditions, in which the results are presented in Table 3.

### Table 2: Estimation of the fundamental component.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Noise</td>
<td>-</td>
<td>0.234</td>
<td>0.018</td>
<td>t&gt;4</td>
<td>0.057</td>
<td>t&gt;3</td>
<td>0.093</td>
</tr>
<tr>
<td>Uniform Noise</td>
<td>0</td>
<td>0.234</td>
<td>6.610</td>
<td>t&gt;4</td>
<td>0.521</td>
<td>0.109</td>
<td>6.66</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.234</td>
<td>0.954</td>
<td>t&gt;4</td>
<td>0.207</td>
<td>0.094</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.234</td>
<td>0.125</td>
<td>t&gt;4</td>
<td>0.171</td>
<td>0.094</td>
<td>0.20</td>
</tr>
<tr>
<td>Gaussian Noise</td>
<td>10</td>
<td>0.218</td>
<td>0.146</td>
<td>t&gt;4</td>
<td>2.891</td>
<td>0.109</td>
<td>1.14</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.235</td>
<td>0.115</td>
<td>t&gt;4</td>
<td>2.396</td>
<td>0.109</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.235</td>
<td>0.028</td>
<td>t&gt;4</td>
<td>0.399</td>
<td>0.109</td>
<td>0.070</td>
</tr>
</tbody>
</table>

![Fig. 1](image1.png)

**Fig. 1**: Fundamental component of the waveform; (a) In case of the presence of the uniform noise, and (b) In the case of the presence of Gaussian noise. Dashed-line: real waveform, solid line: estimated waveform.

### Table 3: Results of estimation of all harmonic components (percentage error and needed time).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Without Noise</td>
<td>-</td>
<td>0.63</td>
<td>0.32</td>
<td>0.039</td>
<td>0</td>
<td>0.375</td>
<td>0.121</td>
<td>9.6×10⁻⁶</td>
</tr>
<tr>
<td>Uniform Noise</td>
<td>0</td>
<td>0.66</td>
<td>29.3</td>
<td>49.03</td>
<td>101.0</td>
<td>0.375</td>
<td>13.14</td>
<td>48.99</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.64</td>
<td>2.03</td>
<td>5.811</td>
<td>10.10</td>
<td>0.375</td>
<td>2.552</td>
<td>5.798</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.632</td>
<td>0.39</td>
<td>0.6069</td>
</tr>
<tr>
<td>Gaussian Noise</td>
<td>0</td>
<td>0.61</td>
<td>7.57</td>
<td>54.95</td>
<td>45.11</td>
<td>0.375</td>
<td>9.519</td>
<td>54.85</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>0.63</td>
<td>1.05</td>
<td>12.14</td>
<td>4.511</td>
<td>0.375</td>
<td>0.580</td>
<td>11.89</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>-</td>
<td>0</td>
<td>1.737</td>
<td>-</td>
<td>-</td>
<td>1.665</td>
<td>0.39</td>
</tr>
</tbody>
</table>
Owing to the results, the proposed method has a considerably smaller error in comparison with the existed methods within an acceptable duration time needed for the calculation.

Fig. 2 presents the real and estimated signals with a SNR of 0 dB in the presence of all harmonic components. Due to the results, one can conclude the high accuracy of the proposed method, even in the noisy condition.

**4.2 Estimation of Sub-Harmonics and Inter-Harmonics**

The sub and inter-harmonics are those harmonic orders that are non-integer multiples of the fundamental frequency. Due to their physiological effects on human beings, analyzing and estimating the sub-harmonics is of the great importance in power system especially in distribution networks.

In the case of the sub and/or inter-harmonics estimation, in addition to the phase of the different harmonic components, the harmonic frequencies are also added to the arrays of the $H_r$ matrix.

The results of the estimating of the 20 and 144 Hz harmonic frequency by the proposed method are presented in Table 4. The results are obtained in the case of presence of the 0.5% Gaussian noise.

The above results show that the resultant error of the presented method is the lowest value for both of the 20 and 144 Hz frequency. Fig. 3 shows the real and estimated signals in presence of 20 Hz and 120 Hz components. As it can be seen in Fig. 3, the real and estimated signals by the proposed ISFLA method overlap to a great extent.

**4.3 Analyzing the Effect of Frequency Deviation of Fundamental Frequency**

To investigate the effect of frequency deviation of fundamental component on the harmonic estimation, similar to [6] and [12], firstly, a signal of the fundamental frequency of 60 Hz and harmonic orders of 2, 3, 5, 7, 23, 25, 47, 49, 59, 61 and 69 were considered. Thereafter, by changing the fundamental frequency into 59.5 Hz and considering a sampling rate of 128 samples per cycle and a sampling frequency of 7680 Hz, the fundamental frequency and the relevant error was estimated in the presence of a 0.5% Gaussian noise, Table 5. The results in Table 5 show that of the lowest error of the proposed ISFLA approach in the estimation of the fundamental frequency than to the other methods. Therefore, the better performance of the proposed ISFLA than to the previous approaches can be is concluded.

![Fig. 1 Fundamental component of the waveform; a) In the case of the presence of the uniform noise, and b) In the case of the presence of Gaussian noise. Dashed-line: real waveform, solid line: estimated waveform.](image1)

![Fig. 3 Real waveform (dashed) and the estimated one (solid) in presence of Gaussian noise 0.5%.](image2)

<table>
<thead>
<tr>
<th>Method</th>
<th>20 HZ Frequency</th>
<th>120 HZ Frequency</th>
<th>20 HZ Estimation Error</th>
<th>120 HZ Estimation Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>GA [6]</td>
<td>25.5581</td>
<td>-</td>
<td>0.0140</td>
<td>-</td>
</tr>
<tr>
<td>PSOPC [6]</td>
<td>19.8791</td>
<td>-</td>
<td>0.000149</td>
<td>-</td>
</tr>
<tr>
<td>IGHS [12]</td>
<td>19.8019</td>
<td>119.9846</td>
<td>0.0045</td>
<td>0.0015</td>
</tr>
<tr>
<td>Proposed ISFLA</td>
<td>19.934</td>
<td>119.934</td>
<td>0.000367</td>
<td>0.000185</td>
</tr>
</tbody>
</table>
4.4 The Effect of Presence of DC Component

In order to investigate the efficiency of the proposed algorithm in estimating the harmonic components in the presence of a damped DC component on the waveform, a component in the form of $Ae^{\alpha t}$ is added to test signal of Table 1 [8, 12]. The value of $A$ is assumed equal to 0.5, 1, and 2 per unit and the time constant is 0.2 s.

The resultant errors of harmonic detection process under this condition are shown in Table 6, in which the error by the ISFLA is the lowest in compared with the previous approaches.

5 Conclusion

In this paper, a new method based on ISFLA is presented for estimation of the harmonic components under different conditions. The ISFLA is able to determine integer harmonics in the noisy conditions with a good accuracy. The obtained results show that the proposed algorithm benefits of its accurate estimation of harmonic components in a very short time together with the smallest error in compared to other approaches presented so far.

Also, considering the effect of inter and/or sub-harmonics on power systems and human being, i.e. power quality issues the proposed algorithm is used for estimating the phase, frequency and the amplitude of this kind of harmonics. The estimated harmonics and the error obtained during the detection process show the better performance of the proposed ISFLA than to the previously algorithms presented for this purpose.

Finally, in order to confirm the accuracy of the proposed method, the effect of a deviation in fundamental frequency and presence of a DC component on harmonic detection was also investigated. Owing to the results, the ISFLA can be assumed as the best method presented so far in optimizing the estimation of harmonic components under different conditions.

However, the presented optimization method results in improvement of evaluation of power quality indices and compensation of them in power systems, especially in distribution and sub-transmission network, where a large number of harmonic sources are connected to the network.

Appendix

The codes in current paper were developed in MATLAB environment and executed on an Intel Core 2 Duo 2.2-GHz CPU, 2.00-GB RAM; while the simulation work in [6] is carried out by a PC with a 2.66-GHz Intel Core 2 Duo CPU, 2.00-GB RAM. Also, Ref. [8] run the algorithm by a Pentium-IV, 2.6 GHz machine.
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