Abstract: Blind voice separation refers to retrieve a set of independent sources combined by an unknown destructive system. The proposed separation procedure is based on processing of the observed sources without having any information about the combinational model or statistics of the source signals. Also, the number of combined sources is usually predefined and it is difficult to estimate based on the combined sources. In this paper, a new algorithm is introduced to resolve these issues using empirical mode decomposition technique as a pre-processing step. The proposed method can determine precisely the number of mixed voice signals based on the energy and kurtosis criteria of the captured intrinsic mode functions. Also, the separation procedure employs a grey wolf optimization algorithm with a new cost function in the optimization procedure. The experimental results show that the proposed separation algorithm performs prominently better than the earlier methods in this context. Moreover, the simulation results in the presence of white noise emphasize the proper performance of the presented method and the prominent role of the presented cost function especially when the number of sources is high.
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1 Introduction

The blind voice separation is an important speech processing field employed in different applications such as medical diagnostic, ECG signal processing, data retrieval, electroencephalogram processing, and speech enhancement [1-3]. Signal separation issue is a way to retrieve a set of independent sources mixed with an unknown mixing system. The main problem in this issue is the lack of any information about the initial mixing model as well as the distribution of the source signals. Different methods are proposed to solve this problem. The basic blind separation algorithm is independent component analysis (ICA) which tries to find the signal components with maximum statistical independence to each other [4-6]. Other proposed algorithms to solve this problem are FastICA, maximum kurtosis, and maximum likelihood [7-9]. Also, the neural network-based approaches are presented which their separation performances are related to the weights update functions [10]. These functions will be updated according to the distribution of the input signals in order to minimize dependency between the estimated components. The signal distribution in the separation procedure should be estimated and this estimation process reduces the accuracy of the separation procedure. To avoid this problem, metaheuristic-based separation algorithms are presented with no restriction about the signal distribution. An overall block diagram of the separation process is shown in Fig. 1.

In [11], a blind separation method is proposed with this assumption that the source signals are correlated to each other and any additional assumptions do not exist.

Fig. 1 Block diagram of a blind separation system.
about the signal or structures of the mixing matrix. A pre-separation algorithm is employed based on Wold decomposition principle technique to analyze the predictable segments of the source signals. In [12], the convergence of kurtosis maximization algorithm for separation of the antenna array signals is considered. It is shown that this algorithm is not dependent on the sign of signal kurtosis and can extract the source signals with a proper reconstruction error. In [13], a recursive algorithm is offered to capture the independent components of the input data using the ICA algorithm. Also, the update rules similar to the information maximization algorithm are employed to have a flat convergence in the separation procedure. An ICA-based approach in combination with principal component analysis (PCA) technique is proposed in [14] to separate the acoustic signals in the time-frequency domain. The extracted signals can be separated by comparison of the original acoustic spectrums with the extracted acoustic spectrums.

As mentioned, another way to solve the voice separation problem is based on the meta-heuristic optimization algorithms. In [15-16], a solution for voice separation problem is proposed using maximization of overall kurtosis criterion based on the genetic optimization algorithm. A separation method based on reduction of the mutual information between the mixed signals is introduced in [17] using genetic algorithm (GA) and particle swarm optimization (PSO). Also in [18], the blind separation problem is investigated to yield the estimated signals with lower correlation value. This measure is satisfied based on diagonalization of the correlation matrix for the observed signals using GA. In [19], another method is presented based on the bee colony algorithm to compare the results of blind separation with other optimization methods and different cost functions defined in [16-18]. The structure of this paper is as follows: In Section 2, the blind voice separation problem is explained. In Section 3, the preprocessing procedures of the observed signals are demonstrated. Then, in Section 4, the proposed algorithm based on the empirical mode decomposition and grey wolf optimizer is described. Section 5 includes the implementation details and the performance evaluation of the presented separation algorithm. Finally, the conclusion is expressed in Section 6.

2 Description of Blind Voice Separation Problem

Suppose that \( S_i, i = 1, ..., n \) are \( n \) unknown signals which are as independent as possible. In the linear model of blind separation problem, the source signals are linearly combined with each other by the mixing matrix \( A \) as [4]:

\[
X = AS + \nu
\]  

(1)

where \( X = [x_1, x_2, \ldots, x_m] \) includes the mixed signals and \( m \) is the number of the observed signals in the environment. The separation algorithm proposed in this paper is a linear instantaneous blind voice separation algorithm. This means that the mixing model contains the constant random coefficients. In the noisy environment, this relationship will be as follows:

\[
X = AS + \nu
\]  

(2)

where \( \nu \) denotes the additive noise signal. The goal in the source separation problem is estimation of the unmixing matrix \( W \) without any information about the mixing matrix \( A \). The original source signals are estimated using the captured unmixing matrix based on the following equation [4]:

\[
\hat{S} = Y = WX
\]  

(3)

where \( Y \) is estimation of source signals \( S \). It is clear that if \( W = A^{-1} \), the estimated signals involved in \( Y \) will be exactly the same as the original sources \( S \). A model for voice separation problem is shown in Fig. 2.

3 Preprocessing Procedures in the Separation Problem

The preprocessing step should be carried out in the first step of the separation procedure to avoid from a complicated optimization algorithm. The preprocessing step contains centering and whitening of the observed signals. Centering is performed using the subtraction of the average values \( M_i = E(x_i) \) from the observed signals to obtain the observed signals with zero mean value. \( E \) denotes mathematical expectation. At the end of separation algorithm, the calculated mean values are added to the estimated signals. This step leads to the simplified equation in the optimization process. For example, the kurtosis criterion is obtained from the following equation [20]:

\[
kurtosis(x) = \frac{E(x^4) - 3\left(E(x^2)^2\right)}{3\left(E(x^2)^2\right)} + \frac{12\left(E(x)^2\right)E(x^2)}{\left(E(x^2)^2\right)} - \frac{4E(x)^2E(3x)^2}{\left(E(x^2)^2\right)} + \frac{6\left(E(x)^4\right)}{\left(E(x^2)^2\right)}
\]  

(4)

Assuming zero mean for the mixed signals makes it easy to calculate the kurtosis measure using the following equation:

\[
kurtosis(x) = \frac{E(x^4)}{\left(E(x^2)^2\right)} - 3
\]  

(5)

Centering step has an important role in the reduction of computational time. A main part of the proposed cost function involves the kurtosis measure that should be calculated for each population in all iterations of an optimization algorithm. After the centering method,
whitening preprocessing is performed. Whitening converts the mixed signals into the white signals with a linear transmission which their components are uncorrelated to each other and have unit variance. The whitened covariance matrix $\mathbf{x}$, is an identity matrix [21]:

$$E[\mathbf{x}^T \mathbf{x}] = \mathbf{I}$$

(6)

The principal component analysis (PCA) algorithm is applied to obtain the whitened mixed signals. The eigenvectors in the covariance matrix of the observed signals are utilized:

$$\mathbf{x} = \mathbf{FD}^{-1/2} \mathbf{F}^T \mathbf{x} = \mathbf{FD}^{-1/2} \mathbf{F}^T \mathbf{A} \mathbf{s} = \tilde{\mathbf{A}} \mathbf{s} \mathbf{D}^{-1/2}$$

$$= \text{diag}(d_1^{-1/2}, \ldots, d_n^{-1/2})$$

(7)

where $\mathbf{F}$ is the orthogonal matrix of eigenvectors and $\mathbf{D}$ is a diagonal matrix of eigenvalues. So, the following equation results:

$$E[\tilde{\mathbf{x}}^T \tilde{\mathbf{x}}] = \mathbf{AE}[\mathbf{s}^T \mathbf{s}] \tilde{\mathbf{A}}^T = \tilde{\mathbf{A}} \tilde{\mathbf{A}}^T = \mathbf{I}$$

(8)

It is worth mentioning that, using the whitening step, the new mixing matrix will be orthogonal and also the lower number of parameters must be estimated during the optimization process. This means that instead of estimation $n^2$ unknown coefficients of unmixing matrix $\mathbf{W}$, it is enough to capture matrix $\tilde{\mathbf{A}}$ with $n(n-1)/2$ degrees of freedom [20]. Block diagram of the estimation procedure is displayed in Fig. 3.

4 Proposed Separation Algorithm

In this paper, a new separation method is proposed to capture blindly voice signals using empirical mode decomposition (EMD) and grey wolf optimizer (GWO). Also, an estimation step is introduced to predict the number of mixed sources in the combination system. Fig. 4 displays the block diagram of the presented algorithm. Each block is explained with details in the following subsections. The proposed separation method is critically-determined that means the number of source and sensors are the same.

4.1 Empirical Mode Decomposition

The empirical mode decomposition technique is an adaptive time-space analysis that factorizes an input signal into a finite and often small number of components called intrinsic mode functions (IMF) [22-23]. EMD is based on the Hilbert spectral transform (HT) with a prompt frequency computation and is a suitable processing method for non-stationary and non-linear signals such as voice signals. This method considers initially oscillatory signals at the level of their local frequencies and sifting process. The constraints in the sifting procedure are: 1) each IMF has the same number of zero-crossings and extreme. 2) each IMF has symmetric envelopes defined by the local extremes. The first IMF usually carries the high-frequency components and can be ignored to remove background random noise signal [22-23]. Fig. 5 shows a speech signal with its IMFs resulted from the EMD technique. The first component is speech signals and other twenty two plots are the captured IMFs from the components with high frequency to the components with low frequency. Also, IMFs obtained from the EMD technique for a mixing signal with four speech components are plots in Fig. 6.

4.2 Estimation of the Source Number

Our proposed scheme to detect the source numbers is detailed as follows. After preprocessing of the observed signals to yield the whitened signals with zero means, five signals with the kurtosis measure value less than the mean of the kurtosis for all ten recorded signals are selected. This number of sources has been experimentally selected. Then, the EMD technique decomposes each selected signals into twenty components according to the time-space analyze.

Then, the kurtosis and energy parameters of each obtained IMF for each five selected mixed signals are computed. The number of sources is estimated by two following criterion:

**First criterion:** Determine the normalized kurtosis value for each IMF of the selected observed signals as $\text{Kurt}_{ij}, 1 \leq i \leq 20, 1 \leq j \leq 5$. $\text{Kurt}_{ij}$ is the kurtosis value of the $i$-th IMF component and $j$-th selected mixed signal. For each mixed signal $j$, consider the IMF components $i$ with the criterion $|\text{Kurt}_{ij} - \text{Kurt}_{ij}| < \epsilon$. $\text{Kurt}_{ij}$ is related to the first extracted IMF component for each selected mixed signal. If this condition is
satisfied, the following condition should be considered. **Second criterion:** Firstly, the energy parameter for each IMF component of the selected mixed signals is computed. The usual routine in EMD technique is that the energy of signals for the latest extracted components will be less. As mentioned, these components involve low-frequency content with low similarity to the original voice signal (as shown in Figs. 5 and 6). So, these components should be ignored when the source numbers are calculated. In this criterion, if the normalized energy of each captured IMF obtained from the first condition is lower than the normalized energy of the first IMF, this component is not considered in the counting of the number of sources. Otherwise, the
component with a kurtosis and energy parameters that are close to the parameters values related to the first IMF component (for each selected observed signal), is investigated as one independent source included in each mixed signal.

Performing this routine for these five mixed signals leads to an estimate of the number of original sources that consists of five numbers since an estimated number is obtained after each consideration. Then, the minimum amount of these five estimated numbers is considered as a measure that determines the number of combined sources.

4.3 Grey Wolf Optimization

Grey wolf optimizer (GWO) is a meta-heuristic optimization algorithm inspired by the social hierarchy and lifestyle of grey wolves in nature [24]. Simulation of hunting procedure by considering leadership hierarchy of grey wolves has a prominent role in this optimization process. There are four categories of grey wolves such as alpha, beta, delta, and omega that the first three types (search agents) are employed in the hunting process. This process involves three main steps named searching for prey, prey encircling and attacking step [24]. The hunting technique for different kinds of wolves such as alpha, beta, delta, and omega that the first three types (search agents) are employed in the hunting process. This process involves three main steps named searching for prey, prey encircling and attacking step [24]. The hunting technique for different kinds of wolves such as alpha, beta, delta, and omega that the first three types (search agents) are employed in the hunting process. This process involves three main steps named searching for prey, prey encircling and attacking step. The hunting technique for different kinds of wolves such as alpha, beta, delta, and omega that the first three types (search agents) are employed in the hunting process. This process involves three main steps named searching for prey, prey encircling and attacking step. The hunting technique for different kinds of wolves such as alpha, beta, delta, and omega that the first three types (search agents) are employed in the hunting process. This process involves three main steps named searching for prey, prey encircling and attacking step [24].

The optimization procedure using these algorithms outperform the classical methods since these algorithms work on a comprehensive search space to achieve the appropriate solutions. The GWO algorithm is a population-based meta-heuristic method and as expected has a random-based procedure [28]. This algorithm starts using the suggested responses and tries to make better results for an optimization problem during a series of successive iterations.

The optimization procedure using these algorithms usually involves setting some parameters to improve the solutions and create a new proper population in each iteration. These parameters include the definition of a cost function, the number of unknown problem variables and decision-making parameters. Before the initialization of population, lower and upper bands of each parameter must be specified. When the initial values are determined, the random number generator assigns a value within the permissible limit to all parameters. Various conditions can be considered as stopping criteria in GWO, the predefined number of iterations, a specific cost value or the specified runtime. Block diagram of solving voice separation problem based on GWO is shown in Fig. 7.

4.3.2. The proposed cost function

The basic issue in a cost function designed to solve the blind source separation is maximization of the kurtosis parameter for all estimated signals [16]. This criterion is based on the central limit theorem expressed that the combination of several random variables will have a distribution which its distribution is closer to Gaussian in comparison with each of the primary variables [4, 29].

Therefore, the kurtosis maximization process works in a reverse procedure to yield the separated signals with the kurtosis measure far from the Gaussian variable. In this paper, a new cost function is presented based on the estimation of equiangular tight frames (ETF) to yield an unmixing matrix with independent columns and yield a separation process with more accuracy.

One of the most important steps in the optimization process to solve the voice separation problem is orthogonalization step [30]. It can be concluded that the estimation of demixing matrix coefficients according to the optimization of cost function without orthogonalization step does not lead to the best and
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Also, the absolute value in this cost function causes that the separation process in different circumstances such as in the presence of sub-Gaussian and super-Gaussian signals is performed with high accuracy. In fact, the presented procedure can provide the separation process for multiple super-Gaussian signals, multiple sub-Gaussian signals and also the separation of super-Gaussian and sub-Gaussian signals from each other. Therefore, the goal of this optimization procedure is kurtosis maximization of the estimated signals along with the minimization of the correlation criterion between the estimated signals and the observed signals using an orthogonal demixing matrix.

5 Simulation Results

In order to evaluate the performance of the proposed algorithm, different speech signals are selected from TIMIT database for male and female speakers [33]. All input signals are voice sources that are not correlated with each other. This is a main hypothesis to use the central limit theorem in the separation procedure. These signals are combined using mixing matrix A with random coefficients. Performance of the separation procedure using GWO is compared with other mentioned methods using GA [17], PSO algorithm [18], bee colony optimization (BCO) [19], and ICA algorithm [5] in different conditions. The population size of the optimization algorithms is set from 50 to 100 corresponding to the estimated source numbers n. Also, the coefficients of the unmixing matrix W for each optimization algorithm are initialized randomly with n² parameters. In each iteration, four elite chromosomes are considered. In the GA algorithm, the probability of two points crossover and mutation per each chromosome is Pc = 0.8 and Pm = 0.0025, respectively. The ε parameter defined in Section 4.2 is adjusted to 0.025 according to the experimental results. The stopping criterion is set according to the number of iterations for each estimated source number. All reported results are obtained based on 10 independent runs with the average over all test signals in the mentioned conditions.

MATLAB software was used on a Windows 64-bit based computer with Core i5 3.2 GHz CPU for all experiments.

Different measurements are employed to investigate the performance of the proposed algorithm. One of these measures is the Euclidian distance between the kurtosis vectors of original and estimated signals. In this test, it is assumed that the kurtosis of input voice signals is available:

\[
\text{Diff}_\text{kurt} = \sum_{i=1}^{n} ||\text{kurt}(Y_i) - \text{kurt}(S_i)||_2
\]

As expected, the smaller value for this measure gives more similarity between the estimated signals and the original ones.
original sources. Another measure is the average signal to noise ratio (SNR) values for all test signals expressed as:

$$\text{SNR} = 10 \log \frac{E[S]^2}{E[(Y - S)^2]} \text{ (dB)} \quad (11)$$

It is obvious that the high values of this measure result in the separation procedure with more precision.

5.1 Voice Signals Separation

In this simulation, separation of voice signals with super-Gaussian nature is considered. These signals have been combined together with an unknown mixing matrix. The sampling rate of each signal is 8 KHz. In the first step of the proposed separation procedure, the mixed signals are preprocessed using centering and whitening methods. Then, the IMF components of each recorded signal are obtained using EMD to estimate the number of sources combined in the recorded signals. After setting the source numbers and determining the number of unknown coefficients in the unmixing matrix, GWO is employed to adjust these coefficients according to the defined cost function.

The proposed method is comprised with the separated approaches introduced in [17-19]. As mentioned, in [17] a blind voice separation algorithm was presented using GA with a cost function based on the minimization of the mutual information between the estimated signals. A PSO-based separation algorithm is introduced in [18] based on a cost function included the correlation matrix diagonalization. In [19], a bee colony-based optimization algorithm is presented using a defined cost function based on high order statistics. These methods are expressed with figures and tables with ((GA-based), ((PSO-based)) and (BCO-based) algorithms, respectively. The results of the proposed method are shown with ((GWO-based)).

In the first experiment, five voice signals are mixed with each other with an unknown mixing model. The input voice sources $S$ and the mixing signals $X$ are shown in Figs. 8 and 9, respectively. Also, Fig. 10 shows the estimated signals $Y$ resulted from the GWO algorithm in order to separate these five mixing signals. The results of the kurtosis error criterion between the original source signals and demixing signals for separating 2 to 10 sources is shown in Fig. 11. The results of the GWO algorithm in comparison with the presented separation procedure in [17-19] are expressed in this figure. The results of SNR measure for the estimated signals based on (11) for different mentioned methods are reported in Fig. 12. These values are the average results over 10 iterations for each included algorithm. The results show that the estimated signals using the GWO algorithm based on the proposed cost function, which is based on correlation reduction of mixing and demixing signals, and also finding a Grassmannian tight frame to yield independent columns for the unmixing matrix achieves a more precise estimation than the other separation methods using different optimization process. The differences between the calculated measure values of the proposed procedure and the mentioned algorithms are more prominent when the number of mixing sources increases.
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In order to have more evaluation, the performance results of the proposed algorithm are considered in the presence of white noise. This noise signal is selected from Noisex92 database [34]. Fig. 13 shows the source voice signals included white noise. The SNR of noise signal is set to +5dB. The mixed and estimated signals captured using the GWO algorithm in order to separate these five input signals are displayed in Figs. 14 and 15, respectively. The results of blind voice separation in the presence of white noise with kurtosis error and total SNR measurements values are reported in Figs. 16 and 17, respectively. All the reported values are the result of averaging over 10 iterations for each algorithm. These calculated measure values are precisely consistent with the obtained measure values results that show the proper performance for the proposed method in comparison with other optimization-based separation algorithms. So, the GWO algorithm based on the proposed criterion operates better than other mentioned methods to solve the blind voice separation problem in the presence of white noise. The differences between the obtained results similar to the previous section are more prominent in the separation of more sources that lead to a difficult separation scheme and low accuracy. Another performance evaluation is based on the calculation of computation time for the proposed algorithm. These results reported in Table 1 included the computation time of the separation problem for different optimization-based separation algorithms and ICA-based separation method [5] for different numbers of sources. The reported computation time for the proposed method does not include the first block of separation process involved estimation of the source number. The results show that the proposed algorithm is run a little longer than PSO and BCO. Since the optimization algorithms work based on a random search, the ICA algorithm can be used to separate signals in less time than other methods. However, due to the separation accuracy of the ICA method discussed below, using this method is not particularly suitable when a large number of sources are combined. According to the separation results for the investigated criteria, it can be concluded that convergence using GWO occurs faster than the genetic algorithm. It is clear that this distinction in the calculated computation time for the separation process is more prominent when the number of sources is high. The convergence curves of the proposed optimization-based algorithm and BCO-based separation method for demixing five observed signals are shown in Fig. 18. In this figure, the convergence curves of the best solutions and the averages of each solution have been displayed. As can be seen, the solutions average of the GWO algorithm is prominently better than the other mentioned methods. So, it can be concluded that the proposed optimization procedure using the presented cost function in each iteration can pursue precisely the proper population with the best solution. For more consideration about the capability of the proposed method, the average of all results for different algorithms is reported in Table 2. These results are the average value obtained from the separation procedures in the absence and presence of white noise signal. As can be seen from this table, the proposed method that is based on the GWO algorithm and the newly defined cost function achieves
significantly better measure values than other optimization methods to solve the blind voice separation problem. The proposed algorithm obtains the least kurtosis error value and the maximum SNR values in comparison with different considered methods. This superiority is more prominent when the number of mixed sources is high and is consistent with the previous results. Also, the results of ICA algorithm are considerably worse than other optimization algorithms, especially with increasing number of resources.

In the proposed separation method, using a cost function (Eq. (9)) based on correlation and ETF measures leads to a demixing matrix with maximum independence that has a prominent role to obtain the precise results. It should be noted that the computation time of the proposed algorithm increases slightly using this cost function but the separated signals are obtained with minimum overlap to each other. This issue is very important especially when the number of mixed sources is high. So, correlation-based measures in these conditions are fully taken into account in the proposed method.

Fig. 13 The original voice signals with white noise.

Fig. 14 The mixing voice signals with white noise.

Table 1 Comparison of running time measured in second for different separation methods.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>8</td>
<td>26.1</td>
<td>12.06</td>
<td>13.52</td>
<td>16.58</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>73.61</td>
<td>24.11</td>
<td>26.41</td>
<td>27.69</td>
</tr>
<tr>
<td>4</td>
<td>27</td>
<td>173.41</td>
<td>44.62</td>
<td>48.23</td>
<td>49.63</td>
</tr>
<tr>
<td>5</td>
<td>42</td>
<td>296.68</td>
<td>77.56</td>
<td>79.55</td>
<td>78.28</td>
</tr>
<tr>
<td>6</td>
<td>61</td>
<td>534.45</td>
<td>126.31</td>
<td>130.64</td>
<td>131.58</td>
</tr>
<tr>
<td>7</td>
<td>85</td>
<td>650.93</td>
<td>164.74</td>
<td>168.62</td>
<td>169.24</td>
</tr>
<tr>
<td>8</td>
<td>111</td>
<td>946.78</td>
<td>210.13</td>
<td>215.08</td>
<td>212.35</td>
</tr>
<tr>
<td>9</td>
<td>146</td>
<td>1305.8</td>
<td>235.86</td>
<td>241.31</td>
<td>245.68</td>
</tr>
<tr>
<td>10</td>
<td>172</td>
<td>1591.7</td>
<td>294.34</td>
<td>301.22</td>
<td>304.56</td>
</tr>
</tbody>
</table>
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Table 2 Average results of different blind separation methods based on kurtosis error and sum SNR measures.

<table>
<thead>
<tr>
<th>No. of sources</th>
<th>Methods</th>
<th>Measure Values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ICA [5]</td>
<td>Sum SNR Kurtosis error Sum SNR Kurtosis error Sum SNR Kurtosis error Sum SNR Kurtosis error</td>
</tr>
<tr>
<td>2</td>
<td>18.47 0.001</td>
<td>18.48 0.0014</td>
</tr>
<tr>
<td>3</td>
<td>26.63 0.009</td>
<td>26.70 0.018</td>
</tr>
<tr>
<td>4</td>
<td>28.15 0.037</td>
<td>29.08 0.035</td>
</tr>
<tr>
<td>5</td>
<td>29.81 0.075</td>
<td>31.41 0.063</td>
</tr>
<tr>
<td>6</td>
<td>31.02 0.153</td>
<td>34.68 0.118</td>
</tr>
<tr>
<td>7</td>
<td>33.15 0.216</td>
<td>36.77 0.173</td>
</tr>
<tr>
<td>8</td>
<td>35.72 0.596</td>
<td>41.01 0.326</td>
</tr>
<tr>
<td>9</td>
<td>37.61 0.961</td>
<td>44.79 0.507</td>
</tr>
<tr>
<td>10</td>
<td>38.29 1.363</td>
<td>44.53 0.872</td>
</tr>
</tbody>
</table>

Table 3 Comparison of the absolute value of OSSR measure for different separation methods.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.0262</td>
<td>0.0261</td>
<td>0.0260</td>
<td>0.0262</td>
<td>0.0263</td>
<td>0.0263</td>
</tr>
<tr>
<td>3</td>
<td>0.0378</td>
<td>0.0384</td>
<td>0.0376</td>
<td>0.0379</td>
<td>0.0378</td>
<td>0.0378</td>
</tr>
<tr>
<td>4</td>
<td>0.0485</td>
<td>0.0461</td>
<td>0.0452</td>
<td>0.0443</td>
<td>0.0434</td>
<td>0.0434</td>
</tr>
<tr>
<td>5</td>
<td>0.0591</td>
<td>0.0572</td>
<td>0.0561</td>
<td>0.0543</td>
<td>0.0531</td>
<td>0.0531</td>
</tr>
<tr>
<td>6</td>
<td>0.0780</td>
<td>0.0632</td>
<td>0.0621</td>
<td>0.0616</td>
<td>0.0608</td>
<td>0.0608</td>
</tr>
<tr>
<td>7</td>
<td>0.0968</td>
<td>0.0758</td>
<td>0.0743</td>
<td>0.0738</td>
<td>0.0722</td>
<td>0.0722</td>
</tr>
<tr>
<td>8</td>
<td>0.1234</td>
<td>0.0877</td>
<td>0.0867</td>
<td>0.0855</td>
<td>0.0843</td>
<td>0.0843</td>
</tr>
<tr>
<td>9</td>
<td>0.2312</td>
<td>0.0943</td>
<td>0.0922</td>
<td>0.0911</td>
<td>0.0903</td>
<td>0.0903</td>
</tr>
<tr>
<td>10</td>
<td>0.4403</td>
<td>0.1061</td>
<td>0.1035</td>
<td>0.1021</td>
<td>0.1007</td>
<td>0.1007</td>
</tr>
</tbody>
</table>

To more evaluate the performance of the proposed algorithm, the mean value of the running short-term relative energy measure between original and separated signals is applied. This measure is named with original to separated signal ratio (OSSR) defined as:

$$\text{OSSR} = \frac{1}{T} \sum_{k=1}^{K} \sum_{t=1}^{T} \log \left( \frac{\sum_{k=1}^{K} S_k^2(t+k)}{\sum_{k=1}^{K} Y_k^2(t+k)} \right)$$

(12)

where $S$ and $Y$ are the original and separated signals, respectively. Also, $T$ is the total time of signal and $K$ is a square window with 10ms length. If the original and separated signals are exactly similar, this measure has a value close to zero. The larger absolute value of this measure results in a lower similarity between the original and separated signals. In fact, the positive or negative values for this measure indicate dissimilarity. The average OSSR values of each signal for different
algorithms are shown in Table 3. It is observed that the separation efficiency of the proposed algorithm is noticeably better than other mentioned algorithms for different number of mixed sources that are in consistent with the previous results.

6 Conclusion

In this paper, the blind separation problem of voice signals using empirical mode decomposition technique and gray wolf optimization algorithm is considered. The novelty of the proposed method consists of four issues. The first is employing empirical mode decomposition to estimate the number of sources combined in the observed signals. This procedure is based on the energy and kurtosis of the intrinsic mode functions to precisely estimate the source numbers. The second is using iteration projection and rotation algorithm to yield an orthogonal unmixing matrix in order to increase independence between the estimated signals. This problem is more important when the number of sources is high. The third is definition a new cost function based on the correlation reduction between the estimated and the observed signals using diagonalization of the correlation matrix and the last is using grey wolf optimizer algorithm as a population-based meta-heuristic method to achieve unknown coefficients of the unmixing matrix. The results of the proposed algorithm are compared with other optimization-based algorithms such as genetic algorithm, particle swarm optimization, and bee colony algorithm. The performance evaluation of the proposed separation procedure is based on different measures such as kurtosis error criterion between the original and estimated signals and sum of SNR values. The achieved results state that the proposed blind separation scheme is performed more accurately than other mentioned algorithms. These results emphasize the prominent role of the presented cost function that leads to the appropriate performance results especially when the number of sources is high. The experimental results in the presence of white noise emphasize the proper performance of the proposed algorithm.
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