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Abstract: The noise in reconstructed slices of X-ray Computed Tomography (CT) is of unknown distribution, non-stationary, oriented and difficult to distinguish from main structural information. This requires the development of special post-processing methods based on the local statistical evaluation of the noise component. This paper presents an adaptive method of reducing noise in CT images employing the shearlet domain in order to obtain such an estimate. The algorithm for statistical noise assessment takes into account the distribution of signal energy in different scales and directions. The method efficiently uses the strong targeted sensitivity of shearlet systems in order to reflect more accurately the anisotropic information in the image. Because of the complex characteristics of the noise in these images, the threshold constant is determined by means of the relative entropy change criterion. The comparative analysis, which has been conducted, shows that the proposed method achieves higher values for the Peak Signal-to-Noise Ratio (PSNR), as well as lower values for the Mean Squared Error (MSE), in comparison with the other methods considered. For the Matlab’s Shepp Logan Phantom test image, the numerical value of this superiority is on average more than 23% for the first quantitative measure, and 37% for the second. Its efficiency, which is greater than that of the wavelet-based method, is confirmed by the results obtained – the edges have been preserved during noise reduction in real CT images.
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1 Introduction

Quantum noise in CT is a function of the discrete X-ray photons measured by the detector. Their variable number defines it as a random variable. The noise generated during intensity measurement is complemented by electronic noise and, through reconstruction algorithms of the projection data, it is transformed into pixel noise in CT slices. Because X-rays weaken due to the density and the amount of the substance through which they pass, the noise in CT images is non-stationary and oriented, characterizing the direction of the strongest attenuation.

Radiation dose reduction in CT is necessary in order to avoid potential risks to the patient’s health, but the decrease in the amount of X-rays leads to a higher noise level in the resulting image. Furthermore, reducing the patient’s radiation dose limits the possibility to carry out the relevant diagnostic task on the part of a radiologist. Therefore, it is important to develop methods that reduce the noise in CT images without visibly violating the spatial resolution or changing the radiation dose, for they will be widely used in the medical practice. The existing algorithmic solutions for noise reduction in low-dose CT are divided into three main groups [1]: methods in the projection data space; methods in the image space and iterative reconstruction methods.

Low PSNR values in sonograms lead to loss of structural information. The noise reduction algorithms in the projection data space are most often based on iterative, optimization and filtering techniques, with the potential use of the statistics of the photons in the CT data and multiscale transformations [2-6]. The implementation of these methods in the image recovery system is associated with high computational complexity.

The complex characteristics of the noise in the reconstructed slices is a challenge for the noise reduction methods in the image space [7-9]. Some of the methods that achieve significant noise reduction are those based on anisotropic diffusion. The iterative nature of this diffusion allows for improved computational efficiency. However, the so-called mosaic
effects appear in denoised CT images. Another group of noise reduction methods in CT slices is based on the local statistical evaluation of the noise in the domain of some multiscale transformations.

The third group of noise reduction techniques in CT refer to iterative reconstruction. They use iterative-optimization algorithms that are implemented within the two spaces in order to obtain CT images [10,11]. Thanks to the technological development and expanded computing capabilities of workstations, the iterative reconstruction is a preferred alternative to the conventional algorithm for back projection filtering. In recent years, a significant number of publications have emerged in this field. They show the increased research interest in addressing the radiation dose reduction problem while maintaining the diagnostic properties of the image [12,13].

The present paper proposes an adaptive method for reducing noise in CT images by locally evaluating their noise component. This statistical assessment is performed in the domain of the shearlet transform due to the effectiveness of the presentations of these multiscale and multi-directional base systems. The method is based on signal energy distribution in different scales and directions. Considering the undefined character of noise distribution in tomographic images, the adaptive threshold constant is determined by means of the entropy change criterion.

The rest of the paper is organized as follows: Section 2 provides a brief description of the theories used. Section 3 presents the proposed algorithm for noise reduction in CT images. Section 4 describes how the threshold mask is determined. The effectiveness of the method, with respect to other methods, is evaluated in Section 5, and the last part summarizes the results obtained, as well as the conclusions drawn.

2 Related Theories

2.1 The Wavelet Shrinkage Denoising Method
Most of the proposed noise reduction algorithms use a certain statistical distribution of the random variables in CT slices that may not present the actual characteristics of the noise in these images as accurately as needed. In order to solve these problems, [14,15] propose methods for reducing noise by means of the wavelet threshold method based on the correlation between two CT images that are equivalent in terms of the information they contain. The idea is that, unlike structural information, the noise between the two images is uncorrelated. Therefore, the high-correlation wavelet coefficients are maintained, whereas the low-correlation ones are suppressed.

The Adaptive Wavelet Shrinkage (AWShrink) method for noise reduction in CT images announced in [16] has been considered in connection with the method proposed in this paper. It is adjusted to the noise by statistically evaluating its locally and orientationally dependent strength. The method can be briefly described by means of the following steps:

**Step 1:** Obtaining a pair of input images, Single-Source CT (SSCT) images or Dual-Source CT (DSCT) images. The resulting images contain identical structural information, but different noise;

**Step 2:** Wavelet decomposition of the input images;

**Step 3:** Noise evaluation of the input images through high-frequency wavelet coefficients;

**Step 4:** Averaging and thresholding;

**Step 5:** Obtaining a noise-estimated image through the inverse wavelet transformation.

### 2.2 The Shearlet Transform

Among other multiscale transformations, the Shearlet Transform (ST) is the most effective because it presents multidimensional data. Shearlet systems are introduced employing special operators: scaling operator $D_a$ (generating elements in different scales), shearing operator $D_s$ (ensuring orientation), and translation operator $T_\tau$ (ensuring location). Operator $D_a(a \in \mathbb{R}^*)$ is most often determined by the matrix of parabolic scaling (or dilation) $A_\tau = \text{diag}(a, \sqrt{a})$, i.e. the
selected anisotropy parameter value is 0.5, whereas $D_s(t) (s \in \mathbb{R})$ is determined through the shear matrix $S_s = \begin{pmatrix} 0 & s \\ 1 & 0 \end{pmatrix}$ and $T_s \phi(t) = \phi(t-\tau)$. The continuous shearlet system for the function $\psi \in L_2(\mathbb{R}^2)$ and the ST of the function $f \in L_2(\mathbb{R}^2)$ associated with it are defined by means of equations (1) and (2) respectively [17]:

\[
\begin{align*}
\{ \psi_{s,a} \}(t) &= T_s D_s D_s \psi(t) = a^{-\alpha} \psi(A_s^{-1} S_s^{-1} (t-\tau)); \\
ST_s f(a,s,\tau) &= \{ f, \psi_{a,s} \} = \int_{\mathbb{R}^2} f(t) \cdot \overline{\psi_{a,s}}(t) dt,
\end{align*}
\]

where $\overline{\psi_{a,s}}$ is the complex conjugate of $\psi_{a,s}$.

There are various algorithms for the implementation of the respective discrete shearlet transforms. The present paper uses the Fast Finite Shearlet Transform (FFST) algorithm proposed by S. Häuser and implemented on the basis of cone-adapted continuous shearlet systems [18]. Meyer’s function is used for the construction of the classical shearlet, and the proposed algorithm is based on fast discrete Fourier transforms. The resulting discrete shearlet system $\{ \psi_{a,s}^{n} \}$ forms a Parseval frame of the finite Euclidean space, a subspace of $L_2(\mathbb{R}^2)$, which provides the construction of the Inverse Discrete Shearlet Transform (IDST).

3 The Proposed Method

3.1 An Introduction to the Method

The method described in Section 2.1 has resulted from the need of a compromise between noise reduction in the regions containing edges and edge preservation in the CT image. In connection with this method, the algorithm of noise reduction in CT images developed in this paper uses the shearlet domain in order to obtain the local statistical noise assessment and the quantitative criterion for determining the threshold constant based on Shannon entropy. The proposed method for reducing the noise in CT images by means of FFST can be represented by the diagram in Fig.1.
If a DSCT scanner is not available, the required two input images can be obtained by means of a SSCT scanner, acquiring two consecutive scans of the subject under identical circumstances. In order to avoid exposing the patient to radiation twice, these images can be obtained in one scan, by two separate reconstructions of two non-intersecting subsets of the complete set of projection data. Furthermore, for each of the two sets of projection data, the conditions of the sampling theorem must be met. In addition, the averaged image of the two reconstructions obtained corresponds to the image reconstructed from the full set of projections [19].

### 3.2 Noise Assessment

Let $I_1$ and $I_2$ be the input CT images obtained by a separate reconstruction from the even and odd numbered projections, assuming that the number of the full set of projection data is an even number.

If $I_s$ indicates the general structural information, and $N_1$ and $N_2$, $(N_1 \neq N_2)$ denote the respective additive noise components having zero average values, then these images are represented by the following equation:

$$I_i = I_s + N_i, \ (i = 1, 2).$$  \hspace{1cm} (3)

The division of the projection data implies that the number of the quanta that produce them is approximately equal. Therefore, it can be assumed that the standard deviation of the noise in the two images is the same for each pair of corresponding pixels, i.e. $\sigma(I_1) \approx \sigma(I_2)$. Furthermore, the noise level in each of the images is increased by a factor of $\sqrt{2}$ compared to
the noise level in the reconstructed slice of the full set of projections [19]. Using (3), the standard deviation of the noise in the input images can be calculated by the following equation

\[ D = I_1 - I_2 = N_1 - N_2. \]  

(4)

Let \( c_{\kappa,j,k}^* (I_i) = \{ I_i \psi_{\kappa,j,k}^* \} \) (See [18]) be the shearlet coefficients of the two images. Then, according to equation (4), the coefficients of the noise representations are

\[ c_{\kappa,j,k}^* (D) = c_{\kappa,j,k}^* (I_1) - c_{\kappa,j,k}^* (I_2), \]  

(5)

using the fact that FFST is a linear transformation. The noise between the two sets of projection data used is uncorrelated. Therefore, it is uncorrelated in the reconstructed images, too. By means of equation (4), the following estimates of the standard noise deviations in the input images are obtained

\[ \sigma (I_1) = \sigma (I_2) = 2 \sigma (D). \]  

(6)

Because the noise strength in CT images is spatially dependent, its standard deviation for each pixel is calculated locally within a particular neighborhood. The estimation of this local value is obtained by equation (5), selecting for each pixel \( m \) a neighborhood \( \Omega_m \), which contains \( n \) pixels. Thus,

\[ \sigma_{\kappa,j,k}^* (D) = \left( \frac{1}{n} \sum_{m \in \Omega_m} c_{\kappa,j,k}^* (D) \right)^{1/2}, \]  

(7)

since the noise has a zero average value. The results obtained by means of equation (7) are used to calculate the local values of the standard deviation of the noise in the averaged image

\[ \sigma_{\kappa,j,k}^* (I) = 2 \sigma_{\kappa,j,k}^* (I_1) = 2^{1/2} \sigma_{\kappa,j,k}^* (D), \]  

(8)

where \( I = 0.5 (I_1 + I_2) \) and the second equality is based on equation (6). By means of equation (8), the threshold value adapted to the shearlet parameters is defined as:

\[ \eta_{\kappa,j,k}^* (r) = 2^{1/2} \cdot r \cdot \sigma_{\kappa,j,k}^* (D). \]  

(9)

Therefore, the amount of the suppressed noise is regulated by the threshold parameter \( r \).
3.3 Determining the Threshold

In information theory, entropy is regarded as the quantitative measure of the information that we are interested in. For the purpose of the task under consideration, the noise level in the image in question is considered information [20]. Shannon entropy is used as a quantitative criterion for determining the threshold value for processing high-frequency shearlet coefficients [21]. It is set by equation (10)

\[ E_r = -\sum \eta_{j,k,m}^*(r) \cdot \log_2(\eta_{j,k,m}^*(r))^2. \]  

(10)

For this purpose, the change rate of this entropy is evaluated for each sub-band in the shearlet domain by its relative change:

\[ \frac{dE}{E_r}(\kappa, j, k) = \frac{|E_{r+1} - E_r|}{|E_r|}, \]  

(11)

along a provisional graded scale for parameter \( r \). Thus, the established value of parameter \( r \), which is assumed to be optimal, sets the final threshold value \( \eta_{j,k,m}(r_0) \) (See Eq. (9)) for processing the coefficients from the corresponding sub-band. The way of determining parameter \( \kappa \) for a certain image and a fixed sub-band of the shearlet domain is presented in Section 4.

3.4 Obtaining the Noise Estimated Image

There are different threshold processing rules in shrinkage methods when reducing noise in the obtained data. The most popular ones are the nonlinear functions of the "hard" and "soft" thresholds introduced by Donoho and Johnstone [22]. The algorithm of the proposed estimation includes: decomposition of the noisy signal by means of a wavelet transform; evaluation of the established wavelet coefficients by means of a selected threshold value and obtaining the estimated signal through the inverse wavelet transform. The main idea is that only a small number of wavelet coefficients bear the structural information of the image. Image denoising is based on shrinking wavelet coefficients towards zero. Due to the
discontinuity of the function, small changes in the processed data become a problem for hard
threshold processing. The proposed algorithm employs the continuous function of the soft
threshold, and the evaluated high-frequency shearlet coefficients of the image $I$ are:

$$\tilde{c}_{j,k,m}(I) = \text{sgn}(c_{j,k,m}(I)) \cdot \max \left( \left| c_{j,k,m}(I) - \eta_{j,k,m}(\kappa) \right|, 0 \right), \quad \kappa \neq 0.$$  \hspace{1cm} (12)

At the end, the method for obtaining the estimated image makes use of the application of
IDST for the array consisting of the coefficients defined by equation (12) and the unchanged
coefficients from the low-frequency domain $c_{0,m}(I)$. The resulting CT image is expected to
have an improved signal-to-noise ratio and an increased diagnostic value, i.e. to keep the
anatomical structures.

4 Experimental Determination of the Optimum Threshold Parameter

High-frequency wavelet coefficients carry information not only on the local peculiarities of
the image, but also on its noise component, as specified in Section 3.2. There are some risks
when determining the threshold noise constant for processing these coefficients in the wavelet
shrinkage methods. The results obtained by the wavelet shrinkage methods are directly related
to the threshold values. The main threshold values proposed in [22] as arguments for the hard
and soft threshold functions are the universal and minimax thresholds. The disadvantage of
the theoretical models developed to evaluate or reconstruct a given signal from its empirical
results is that this data is damaged by additive white Gaussian noise.

The unknown character of the distribution of the noise component in CT images requires
another approach to this task. The final determination of the threshold constant, according to
the proposed method, is based on the relative entropy change (See Eq. (11)) regarding the
eight-graded scale of weight coefficient $r$ and Eq. (9). Fig.2 shows the results of the
determination of threshold constant $\tau_{0,m}(r)$ for the Cardiac, Spine and Head test images (See
Section 5.2). The resulting graphs shows that, for each of the three images, the entropy change
rate is low up to the fourth level, which means that their noise information has been gradually
reduced. However, after the fourth level, this speed sharply increases, which means that the nature of the information surveyed has changed. Based on this observation, it can be concluded that, after the fourth level, local image peculiarities are levelled off. Therefore, as an optimal threshold parameter value, we can accept $r_0 = 4$ for each of the three images in the shearlet sub-band: $\kappa = h, j = k = 0$. The greater values of this parameter lead to zero shearlet coefficients having predominantly structural image information. By means of the obtained threshold $\tau_{\alpha,0,0}(r_0 = 4)$, a soft threshold processing of the high-frequency coefficients of the averaged image $I$ is carried out in the corresponding shearlet sub-band.
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**Fig. 2** Graphs showing the dependency of the relative entropy change on the threshold parameter values (for Cardiac, Spine and Head CT images; shearlet sub-band: $\kappa = h, j = k = 0$).

### 5 Results and Comparative Analysis

The effectiveness of the proposed method for reducing noise in CT images is assessed using two types of data, phantom and real tomographic images. The main objectives of the experiments carried out in the comparative analysis are related to the issues of noise suppression and structure preservation. Since this method is oriented to the sub-bands in the shearlet domain, the comparison is performed by means of shearlet-adapted methods using some known threshold constants that depend on the decomposition level:
- Adapted BayesShrink (ABShrink) algorithm [23] – $T_{j,k}^B = \frac{\sigma_{j,k}^2}{\sigma_{j,k}}$, where $\sigma_{j,k}$ is the standard deviation of the noise in the sub-band having scale $j$ and direction $k$, and $\sigma_{j,k}$ is the standard deviation of the $m$–th coefficient in that part of the shearlet domain.

- Adapted VisuShrink (AVShrink) algorithm [24] – $T_{m,j}^V = \sqrt{2^{j-2} \cdot \text{Median}(\{|w_{j,k,m}\}|) / 0.6745}$, where $w_{j,k,m}$ is the corresponding shearlet coefficient and $j = j_0, ..., J$.

The soft threshold function, which gives better results than the hard threshold, due to its continuity, is used to implement these two algorithms. Wavelet shrinkage methods can be preceded by processing the detailed coefficients by means of a sigmoid function in order to improve the quality of the medical images obtained at a reduced radiation dose [25]. In the comparative analysis, the sigmoid function represented by equation (13)

$$\text{sig}(x) = \left(1 + e^{-x}\right)^{-1},$$

(13)

is additionally applied to the AVShrink algorithm, and the resulting combined method is called SIGMOID.

Two of the quantitative measures used to evaluate these noise reduction methods in CT images are MSE and PSNR. The values of these two functions are easily calculated on the basis of the intensity of the distortions, but they are not reliable measures for visual accuracy. The Structural Similarity Index (SSIM) is used as quantitative assessment of the visual similarity of the original image and its noise approximation.

5.1 Phantom Data

The test image in the first comparative analysis experiment is an improved contrast version of the Sheep-Logan Phantom – Matlab’s Shepp Logan Phantom. Since the universal threshold in noise suppression methods is intended for white Gaussian noise, a computer-generated Additive White Gaussian Noise (AWGN) having different values of the standard deviation $\sigma$...
Table 1 provides the experimentally obtained results for the quantitative measures PSNR and MSE for each of the four noise reduction methods in the image, for \( \sigma = 0.1; 0.15; 0.2; 0.25; 0.3\), respectively.

Table 1 Quality measure values for the different noise reduction methods.

<table>
<thead>
<tr>
<th>( \sigma )</th>
<th>( \text{ABShrink} )</th>
<th>( \text{AVShrink} )</th>
<th>( \text{SIGMOID} )</th>
<th>Proposed method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PSNR</td>
<td>MSE</td>
<td>PSNR</td>
<td>MSE</td>
</tr>
<tr>
<td>0.10</td>
<td>32.13</td>
<td>39.78</td>
<td>36.68</td>
<td>88.36</td>
</tr>
<tr>
<td>0.15</td>
<td>30.07</td>
<td>63.93</td>
<td>33.88</td>
<td>134.05</td>
</tr>
<tr>
<td>0.20</td>
<td>27.31</td>
<td>120.74</td>
<td>31.55</td>
<td>172.87</td>
</tr>
<tr>
<td>0.25</td>
<td>26.17</td>
<td>156.83</td>
<td>29.81</td>
<td>183.86</td>
</tr>
<tr>
<td>0.30</td>
<td>24.44</td>
<td>233.56</td>
<td>28.22</td>
<td>244.73</td>
</tr>
</tbody>
</table>

The data in this table shows that the proposed method achieves higher values for PSNR and lower values for MSE for all AWGN levels. This superiority is presented numerically as follows: PSNR – on average 24.6%, and MSE – on average 37.3%, for all levels of AWGN.

Fig. 3 presents the comparative graphs illustrating the variation of SSIM values according to standard noise deviation \( \sigma \) in the methods used in the comparative analysis. Obviously, the proposed method achieves better values for this index than the other three methods. Moreover, in the visual quality assessment, it is observed that this method is less sensitive to the noise level. Therefore, this experimental data shows that our method is superior to the other methods discussed so far according to all three metric functions.
5.2 Real CT Data

The second experiment, part of the comparative analysis performed to evaluate the effectiveness of the noise reduction methods in CT images, uses Cardiac, Spine and Head medical images. They are in DICOM output format and were taken by the Siemens - Somatom Definition and Somatom Spirit CT scanners at St. Marina Hospital, EAD in Varna, Bulgaria.

Figures 4, 5 and 6 show both the actual images and their corresponding noise-estimated images, as well as the residual information that has been removed from the image when applying these two algorithms, in order to compare the visual effect after AWShrink and the proposed method for reducing the noise in these tomographic images.
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**Fig. 4** Results of the reduction of noise in CARDIAC image by means of different methods: (a) Original image, (b) Denoised image and the corresponding residual information, obtained through AWShrink, (c) Denoised image and the corresponding residual information, obtained through the proposed method.

The residual information obtained by means of the reduction methods is perceived as noise removed from the original image. Unlike AWShrink, the proposed method maintains more structural details in each of the three tested images. This is illustrated by Fig. 4 (b), (c); Fig. 5 (b), (c); and Fig. 6 (b), (c), which show the differences between the original and evaluated images. In fact, the second (b) images contain a greater number of small details than the
second (c) images. Similar results are obtained with other test images. Therefore, the shearlet-based method achieves better edge preservation and more effective noise reduction in CT images.

Fig. 5 Results of the reduction of noise in SPINE image by means of different methods: (a) Original image, (b) Denoised image and the corresponding residual information, obtained through AWShrink, (c) Denoised image and the corresponding residual information, obtained through the proposed method.

Fig. 6 Results of the reduction of noise in HEAD image by means of different methods: (a) Original image, (b) Denoised image and the corresponding residual information, obtained through AWShrink, (c) Denoised image and the corresponding residual information, obtained through the proposed method.
6 Conclusion

Based on indirect statistical estimation in the shearlet domain, an adaptive threshold algorithm is proposed in order to reduce the noise in CT images. The proposed method uses some advantages of shearlet systems in the multiscale transformations class. The sparseness of shearlet representations is essential for shrinkage methods in the task of reducing image noise. On the other hand, through the multiscale and multi-directional characteristics of these systems, a better assessment of the noise in CT images is achieved, as compared to other multiscale methods. The choice of the threshold mask for processing the high-frequency coefficients of the averaged image is based on Shannon entropy.

In the experiments with Matlab’s Shepp Logan Phantom, the proposed method shows better results in all three quantitative measures used to assess the qualities of the noise reduction methods considered. The second group of experiments with real tomographic images also confirm the effectiveness of shrinkage methods in the shearlet domain.

The assessment of the noise in the projection data and in the corresponding reconstructed slice, as well as its reduction, is among the important tasks in the area of diagnostic X-ray CT. Its solution can become part of the strategy whose aim is to minimize the radiation risk for the patient and to improve the quality of the diagnostic image. The proposed adaptive shearlet shrinkage method is applicable during the subsequent processing of the reconstructed projection data.
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