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Abstract: The aim of this study is to address a new feature extraction method in the area of 
the heart arrhythmia classification based on a metric with simple mathematical calculation 
called Curve-Length Method (CLM). In the presented method, curve length of the under 
study excerpted segment of signal is considered as an informative feature in which the 
effect of important geometric parameters of the original signal can be found. To show 
merits of the presented method, first the original electrocardiogram (ECG) in lead I is pre-
processed by removing its baseline wander then by scaling it in the [-1,1] interval. In the 
next step, using a trous method, discrete wavelet scales 23 and 24 and smoothing function 
scale 22 are extracted. Afterwards, segments including samples of the QRS complex, P and 
T waves are estimated via an approximation criterion and CLM is implemented to extract 
corresponding features from aforementioned scales, smoothing function and also from each 
original segment. The resulted feature vector (including 12 components) is used to tune an 
Adaptive Network Fuzzy Inference System (ANFIS) classifier. The presented strategy is 
applied to classify four categories found in the MIT-BIH Arrhythmia Database namely as 
Atrial Premature Beat (APB), Left Bundle Branch Block (LBBB), Right Bundle Branch 
Block (RBBB) and Premature Ventricular Contraction (PVC) and average values of Se = 
99.81%, P+ = 99.80%, Sp = 99.81% and Acc = 99.72% are obtained for sensitivity, 
positive predictivity, specifity and accuracy respectively showing marginal improvement of 
the heart arrhythmia classification performance.  
 
Keywords: Feature Extraction, Curve Length Method, Adaptive Network Fuzzy Inference 
System, Arrhythmia Classification, Left Bundle Branch Block, Right Bundle Branch 
Block, Atrial Premature Beat, Premature Ventricular Beat. 
 
 

 
1 Introduction 
Heart is a special muscle which its constitutive cells 
(myocytes) possess two important characteristics 
namely as nervous excitability and mechanical tension 
with force feedback. The superposition of all myocytes 
electrical activity on the skin surface results a detectable 
potential difference which its detection and registration 
is called electrocardiography [1]. If according to any 
happening, nervous and/or mechanical function of a 
region of myocytes encounter with failure, the 
corresponding abnormal effects will appear in the ECG 
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signal [2-5] and in the heart hemodynamic performance 
[6]. Today, the importance of elaboration and design of 
a classification algorithm with the ability of 
categorization of arrhythmias with acceptable accuracy 
within reasonable speed and computational burden is 
undeniable and correspondingly many researches have 
been conducted in this context. 

Based on a comprehensive literature survey among 
many documented works, it is seen that several features 
and extraction (selection) methods have been created 
and implemented by authors. For example, original 
electrocardiogram (ECG) signal [17], preprocessed 
ECG signal via appropriately defined and implemented 
transformations such as discrete wavelet transform 
(DWT), continuous wavelet transform (CWT) [21], 
Hilbert transform (HT) [64], fast Fourier 
transform(FFT) [48-49], short time Fourier transform 
(STFT) [10], power spectral density (PSD) [51-52], 
higher order spectral methods [46-47], statistical 
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moments [24], nonlinear transformations such as 
Liapunov exponents and fractals [43-45] have been used 
as appropriate sources for feature extraction. In order to 
extract feature(s) from a selected source, various 
methodologies and techniques have been introduced. To 
meet this end, the first step is segmentation and 
excerption of the specific parts of the preprocessed 
trend (for example, in the area of the heart arrhythmia 
classification, ventricular depolarization regions are the 
most used segments). Afterwards, appropriate and 
efficient features can be calculated from excerpted 
segments via a useful method. Up to now, various 
techniques have been proposed for the computation of 
feature(s). For example mean, standard deviation, 
maximum value to minimum value ratio, maximum-
minimum slopes, summation of point to point 
difference, area, duration of events, correlation 

coefficient with a pre-defined waveform template, 
statistical moments of the auto (cross) correlation 
functions with a reference waveform [32], bi-spectrum 
[46], differential entropy [37], mutual information [39], 
nonlinear integral transforms and some other more 
complicated structures [33-45] may be used as an 
instrument for calculation of features.  

After generation of the feature source, segmentation, 
feature selection and extraction (calculation), the 
resulted feature vectors should be divided into two 
groups “train” and “test” to tune an appropriate 
classifier such as a neural network, support vector 
machine or ANFIS, [30-40]. The general block diagram 
of the heart arrhythmia recognition-classification 
algorithms is shown in Fig. 1. 
 

 

 
Fig. 1 General overview of the heart arrhythmia recognition-classification procedure. 

 
 
 

As previous researches show, occurrence of 
arrhythmia(s) affects RR-tachogram and Heart Rate 
Variability (HRV) in such a way that theses quantities 
can be used as good features to classify arrhythmias. 
Using RR-tachogram or HRV analysis in feature 
extraction and via simple if-then or other parametric or 
nonparametric classification rules [7-9], artificial neural 
networks, fuzzy or ANFIS networks [10-14], support 
vector machines [15] and probabilistic frameworks such 
as Bayesian hypotheses tests [16], arrhythmia 
classification would be fulfilled with acceptable 
accuracies. Up to now, the main concentration of the 
arrhythmia classification schemes has been on 
morphology assessment and/or geometric parameters of 
the ECG events. Traditionally, in the studies based on 
morphology and wave geometry, first, during a 
preprocessing stage, some corrections such as baseline 
wander removal, noise-artifact rejection and a suitable 
scaling are applied. Then, using an appropriate mapping 
for instance, filter banks, discrete or continuous wavelet 
transform in different spatial resolutions and etc., more 
information is derived from the original signal for 
further processing and analyses. In some researches, 
original and/or preprocessed signal are used as 
appropriate features and using artificial neural network 
or fuzzy classifiers [17-25], parametric and probabilistic 
classifiers [26-28], the discrimination goals are 
followed. Although in such classification approaches, 
acceptable results may be achieved, however, due to 

implementation of the original samples as components 
of feature vector, computational cost and burden 
especially in high sampling frequencies will be very 
high and the algorithm may take long time to be trained 
for a given database. In some other researches, 
geometric parameters of QRS complexes such as 
maximum value to minimum value ratio, area under the 
segment, maximum slope, summation (absolute value) 
of point to point difference, ST-segment, PR and QT 
intervals, statistical parameters such as correlation 
coefficient of a assumed segment with a template 
waveform, first and second moments of original or 
preprocessed signal and etc. are used as effective 
features [29-35]. The main definition origin of these 
features is based on practical observations and a priori 
heuristic knowledge whilst conducted researches have 
shown that using these features convincing results may 
be reached. On the other hand, some of studies in the 
literature focus on the ways of choosing and calculating 
efficient features to create skillfully an efficient 
classification strategy [36-39]. In the area of nonlinear 
systems theory, some ECG arrhythmia classification 
methods on the basis of fractal theory [40, 41], state-
space, trajectory space, phase space, Liapunov 
exponents [42-44] and nonlinear models [45] have been 
innovated by researches. Amongst other classification 
schemes, structures based on higher order statistics in 
which to analyze features, a two or more dimensional 
frequency space is constructed can be mentioned [46, 
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47]. According to the concept that upon appearance of 
changes in the morphology of ECG signal caused by 
arrhythmia, corresponding changes are seen in the 
frequency domain, some arrhythmia classifiers have 
been designed based on appropriate features obtained 
from signal fast Fourier transform (FFT), short-time 
Fourier transform (STFT), auto regressive (AR) models 
and power spectral density (PSD), [48-53]. Finally, 
using some polynomials such as Hermite function 
which has specific characteristics, effective features 
have been extracted to classify some arrhythmias, [54, 
55]. 

In this study, based on simple mathematical 
calculations, a new feature extraction method for ECG 
arrhythmia classification namely as CLM is introduced. 
In study [63] it was shown that many geometric 
parameters of a complex such as mean, variance, 
maximum value to minimum value ratio, (absolute) area 
under waveform, summation of point to point difference 
and duration of events lie on. To show merits of the 
presented method, first the original ECG in lead I is pre-
processed by removing its baseline wander and then by 
scaling it in the [-1,1] interval. In the next step, using a 
trous method, discrete wavelet scales 23 and 24 and 
smoothing function in scale 22 are extracted. 
Afterwards, segments including samples of the QRS 
complex, P and T waves are estimated via an 
approximation criterion and CLM is implemented to 
extract corresponding features from aforementioned 
scales, smoothing function and also from each original 
segment. The resulted feature vector (including 12 
components) is used to tune an ANFIS classifier. The 
presented strategy is applied to classify four categories 
found in the MIT-BIH Arrhythmia Database  namely as 
Atrial Premature Beat (APB), Left Bundle Branch 
Block (LBBB), Right Bundle Branch Block (RBBB) 
and Premature Ventricular Contraction (PVC) and 
average values of Se = 99.81%, P+ = 99.80%, Sp = 
99.81% and Ac = 99.72% are obtained for sensitivity, 
positive predictivity, specifity and accuracy, 
respectively. Acceptable performance, low training 
computational burden and quick responding in test are 
important merits of the presented algorithm. The 
organization of the manuscript consists of the following 
sections: in section 2, preparation of required data for 
training and testing including choice of target database, 
baseline correction (and projection), segmentation, in 
section 3, DWT implementation, in section 4 feature 
extraction via CLM, in section 5 feature space 
dimension reduction including PCA, LDA and GDA, in 
section 6 ANFIS classifier design, in section 7 results 
and discussions including multi-stage tests to assess 
 performance characteristics of the classifier and 
comparison with the previous works and finally in part 
8, obtained conclusions are presented. 

Abbreviations are as follows: 
ECG:                                             Electrocardiogram 
CLM:                                        Curve Length Method 

ANFIS:      Adaptive Network Fuzzy Inference System 
RBBB:                             Right Bundle Branch Block 
LBBB:                                Left Bundle Branch Block 
APB:                                         Atrial Premature Beat  
PVC:                      Premature Ventricular Contraction 
DWT:                         Continuous Wavelet Transform 
SMF:                                           Smoothing Function  
Se:                                                             Sensitivity 
P+:                                              Positive Predictivity 
Sp:                                                              Specifity  
Acc:                                                            Accuracy 
PCA:                            Principal Component Analysis  
LDA:                             Linear Discriminant Analysis 
GDA:                     Generalized Discriminant Analysis 
FIR:                        Finite-Duration Impulse Response 
MITDB:                       MIT-BIH Arrhythmia Database 

 
2  Procedure of the Presented Algorithm 

The procedure of the arrhythmia classification 
method presented in this study primarily is composed of 
11 steps as (a) choosing train and test sets, (b) 
preprocessing, (c) ECG events detection, (d) beat 
cumulation, (e) noisy beats rejection, (f) beat 
segmentation, (g) implementation of discrete-wavelet 
transform, (h) application of curve-length method for 
feature extraction, (i) application of Principal 
Component Analysis (PCA), (j) classification and (k) 
evaluation and validation of the algorithm. The general 
block-diagram of this research is depicted in Fig. 2. 

 
2.1 Procedure of the Presented Algorithm 

In this study, In order to train, test, and performance 
evaluation of the proposed classification algorithm, 
MIT-BIH Arrhythmia Database (MITDB) [69] is used. 
The MITDB includes 48 records with sampling 
frequency 360 Hz and 11-bits of resolution. For each 
record, annotation (*.atr), header (*.hea) and signal 
(*.dat) files are found. Four different categories of QRS 
complexes labeled with 65 (APB), 76 (LBBB), 86 
(PVC) and 82 (RBBB) codes have been chosen from 
MITDB to assess the ideas of this study. In this part, 
first, the throughout of MITDB is explored to find the 
complexes with aforementioned codes. It should be 
noted that each QRS complex of MITDB was already 
annotated by experts and therefore it is not necessary to 
implement a QRS detection algorithm. However, if it is 
needed, one can find reliable QRS detectors based on 
Hilbert or Wavelet transforms. 
 
2.2  Baseline Wander Removal and Scaling Between 

[-1,1] 
In this step, baseline wander is removed from all 

detected complexes based on an algorithm with simple 
calculations. It is noted that in order to remove baseline 
wander, various methods have previously proposed such 
as Hidden Markov Models and cubic splines [62]. In 
this work, first, samples of a signal is divided to 
identical length segments (an appropriate length of 
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windows can be chosen between 600 to 1000 msec. [6] 
in rest state) and the mean value of the samples in each 
segment is subtracted from corresponding segment and 
uttermost number of samples then are moved to vicinity 
of zero and eventually baseline wander is eliminated. 
This method is an acceptable approximation to remove 
baseline wander and also to remove disturbing factors  
generating similarities. After removing baseline wander, 
the resulted signal is scaled to [-1,1] interval. Although 
scaling process destroys the quantitative information of 
the signal, however the original morphology of the 
signal is restored and the efficiency of the pattern 
recognition algorithm will increase.  
 

 
Fig. 2 The general over-view of the procedure of the presented 
arrhythmia classification algorithm. 
 
 

Suppose that a hypothesized signal x[n], n = 0 ,…, N 
is divided into M identical segments with length of WL 
samples. Therefore, each segment )(kY , k=1,…, M is 
obtained from x[n] signal as follows 

]:)1([)( LL WkWkxk ××−=Y  (1) 
Then the baseline wander removed segment is 

obtained as  
)]([)()( kmeankk BWRBWR YYY −=  (2) 

where )(kBWRY is the baseline wander removed segment. 
From the above equation, it can be proven that the mean 
value of the segment )(kBWRY  is zero. Therefore, by 
applying this method and augmenting all segments, the 
mean value of the resulted signal will be zero. It should 
be noted that although more accurate methods such as 
cubic spline or Hidden Markov Models (HMM) can be 
found to correct baseline, however, in the area of the 
heart arrhythmia recognition, it has been proven that the 
aforementioned approximation causes acceptable results 
from classification algorithm.  

Although, duration of QRS complexes in different 
subjects follow some rather regularity, however this 
property does not hold about the amplitude of QRS 
complexes. Many different factors may affect the height 
of the QRS complexes in diverse number of subjects. It 
should be noted that the height of each measured and 
detected QRS complex depends strongly on the ECG 
machine specifications and level of noise and 
disturbances. Also, the height of QRS complexes 
depends on the pathological and physical characteristics 
of the subject but on the other hand, voltage of the QRS 
peaks (R-waves) relative to their baseline can be cast in 
a regular probabilistic framework similar to their 
duration for different subjects. Scaling is an operation 
that maps vertical shape of all segments into a common 
interval (for example [-1,+1] interval) and can the 
classification network to be trained more accurately. At 
last, it should be noted that scaling does not affect the 
morphology of the segmented waveform; the item that 
is determinant in the classification of the heart 
arrhythmias. This simple methodology has been 
implemented in some works such as Martinez et al. [62] 
and Arif et al. [32]. 
 

2.3  ECG Events Detection and Delineation 
In this step, QRS complexes are detected and 

delineated. Today reliable QRS detectors based on 
Hilbert [64, 65] and Wavelet [62, 63] transforms can be 
found in literature. However, MITDB includes expert 
annotation files for each of 48 records, therefore, 
implementation of QRS detection and delineation 
algorithm can be ignored. 
 

2.4  Beats Cumulation 
Suppose that time duration between (k-1)-th to k-th 

QRS peak (R-peak) is indicated by RRk . If N number of 
registered beats are available, the mean value of RRk 
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time-series indicated by RRmean is obtained from 
following equation  

(3) ∑ =−
= N

k kmean RR
N

RR
21

1  

Then in order to excerpt a reasonable segment as a 
complete beat from whole preprocessed signal, each R-
peak is considered as a local origin and the samples 
located in positions (RRmean)/2 before and after local 
origin, are assumed as an estimation of beat onset and 
offset, respectively. After segmentation of each beat, the 
corresponding samples are put into XArr (Arr=APB, 
LBBB, PVC, RBBB) matrix called beat cumulation 
matrix, in a row-wise fashion. 
 

2.5  Mean-Shape Calculation & Rejection of High 
Out-range Complexes 

The aim of this step is to reject beats with very out 
of range and misleading morphologies. It is noted that 
although all beats of all records of the MITDB have 
been annotated, however, some beats morphologies are 
really unknown and can not be assumed to belong to a 
specific category. So, removing these types of beats 
which with high probability will be classified falsely 
(FP and/or FN increase), help us to have an accurate 
judgment about performance of the arrhythmia 
classification algorithm. To meet this end, first to find a 
mean-shape morphology for each arrhythmia class, the 
mean value of each column of XArr is calculated as 
follows 

(4) )( ArrArr mean XMed =  
where, )(⋅mean  is column-wise mean value operator 
and ArrMed  is mean shape vector of arrhythmia with 
index Arr. In the next step, each row of the matrix XArr 
indicated by jArr )(X  , j = 1, 2 ,…, NArr (NArr is number 
of cumulated beats of arrhythmia with index Arr) is 
subtracted from ArrMed  and second moment of the 
resulted difference vector is calculated as follows 

(5) ( )[ ]ArrjArrjArr std MedX −=,σ   

If Arrσ  is a vector with jArr ,σ  components, then 

this vector has first ( σμ ) and second ( σσ ) moments. A 
threshold with σσσ σαμτ +=  ( 5.55.3 ≤≤α ) 
structure is then used to remove very out of range 
morphologies from XArr cumulation matrix. The 
decision law )( jArrδ  is "reject" if jArr ,σ  is greater 

than στ  and is "hold" if jArr ,σ  is less than στ ,i. e., 

(6) 
⎪⎩

⎪
⎨
⎧

<

≥
=

σ

σ

τσ

τσ
δ

jArr

jArr

Arr Hold
ejectR

j
,

,)(   

In Fig. 3, ArrMed  waveforms and cumulated beats 
given Arr=APB, LBBB, PVC, RBBB obtained from 
arbitrary subjects of MITDB are shown simultaneously. 

The admissible range of tuning parameter α  was 
obtained empirically after performing numerous 
simulations and manual checking ups and it was seen 
that when α  is chosen less than 3.5, some determinable 
morphologies are rejected, however, on the other hand, 
when α  is chosen greater than 5.5, uttermost 
morphologies even with undeterminable shape are held 
and rejection criterion will be superfluous. The 
appropriate value of α  can be interpreted as confidence 
interval (CI) for normal (Gaussian) distribution of 
cardiac events. More details can be seen in [6]. In Fig. 
4, curve of Arrσ  and calculated threshold for all four 
under study classes are depicted. Also in table 1, the 
total number of beats of each class and number of 
rejected beats using the aforementioned criterion are 
shown. 
 

2.6 Estimation of P-Wave, QRS Complex & ST-T 
Segment 

After rejection of undeterminable morphologies 
from cumulation matrix XArr, for each beat, ranges of 
atrial depolarization (P-wave if exists), ventricular 
depolarization (QRS complex if be normal) and 
ventricular repolarization (T-wave if exists) are 
appropriately estimated. In this study, it is assumed that 
all ECG signals have been registered in rest state of 
each subject and therefore duration of each complex can 
be approximately assumed to be about 180 msec.. 
Namely, by considering each R-peak as a local origin, 
90 msec. before and after of origin can be assumed as 
QRS onset and offset respectively. Also to incorporate P 
and T waves, about 100 msec. before from QRS onset 
and 100 msec. after of QRS offset can be assumed as P-
wave and ST-T segment estimation, respectively [6]. It 
should be noted that if R-peak location of a QRS 
complex is assumed as a reference, in the rest state, the 
heart rate is usually between 70 to 90 beats/min 
therefore, duration of a complete heart beat will be 
between 620 msec. to 1000 msec. [6]. In this situation 
because of the fact that duration of each QRS complex 
is between 180~350 msec. (due to the refractory phase 
duration of myocytes [1]), the remained time that should 
be assigned to P and T-waves in the worst case is about 
270 msec. therefore coming back and going forward 
about 100 msec. from each R-peak, will certainly cover 
some samples of P-wave and T-wave of the 
corresponding heart-beat, respectively. This simple 
logic is also applied in the following works of Martinez 
et al. [62], Ghaffari et al.[63] and Arif et al. [32]. 

In Fig. 5, for each class of arrhythmias, each 
cumulated segmented beats are shown. In this figure, 
using black, red and blue colors, estimation of P-wave, 
QRS complex and ST-T segment are specified 
respectively. 
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3. DWT Scales 23, 24 & Smoothing Function 22 

In this step, using à trous discrete wavelet transform 
the main basic information of feature extraction step is 
 

generated. Generally, it can be stated that the wavelet 
transform is a quasi-convolution of the hypothetical 
signal )(tx  and the wavelet function )(tψ  with the 
 

 
Fig. 3. Cumulated beats and calculated mean template waveform for arbitrary records of the MITDB including APB, LBBB, PVC 
and RBBB classes. 
 

 
Fig. 4  Standard deviation of difference between each morphology and corresponding template waveform and calculated rejection 
threshold for arbitrary records of the MITDB including APB, LBBB, PVC and RBBB classes. 
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Fig. 5 Segmented beats into atrial depolarization (black), ventricular depolarization (red) and ventricular repolarization (blue) 
samples for arbitrary records of the MITDB including APB, LBBB, PVC and RBBB classes. 
 

 
dilation parameter a  and translation parameter b , as 
follows 

(7) ( ) 0,)()(1)( >−= ∫
∞+

∞−
adtabttx

a
bW xa ψ  

The parameter a  can be used to adjust the wideness 
of the basis function and therefore the transform can be 
adjusted in temporal resolutions. Suppose that the 
function )(bY xa  is obtained based on a quasi-

convolution of signal )(tx  and function )(tθ , as 
follows 

(8) ( )dtabttxbY xa ∫
∞+

∞−
−= )()()( θ   

If the derivative of )(bY xa  is calculated relative to b, 
then 

(9) ( )dtabttx
ab

bY xa ∫
∞+

∞−
−′−=

∂

∂
)()(1)(

θ   

On the other hand, if )(tψ  is the derivative of a 
smoothing function )(tθ , i.e. )()( tt θψ ′= , then 

(10) 
b

bY

a
bW

x
x

a
a ∂

∂
−=

)(1)(  

Accordingly, it can be concluded that wavelet 
transform at the scale a  is proportional to the quasi-
convolution derivative of the signal )(tx  and the 
smoothing function )(tθ . Therefore, if wavelet 
transform of the signal crosses of zero, it will be an 
indicative of local extremum(s) existence in the 

smoothed signal and the absolute maximum value of the 
wavelet transform in different scales represents a 
maximum slope in the filtered signal. Thus, useful 
information can be obtained using wavelet transform in 
different scales. If the scale factor a  and the translation 
parameter b  are considered as ka 2=  and lb k2= , the 
dyadic wavelet with the following basis function will be 
resulted [62], 

(11) +−− ∈−= Zlkltt kk
lk ,);2(2)( 2/

, ψψ   
To implement the à trous wavelet transform 

algorithm, filters )(zH  and )(zG  should be used 
according to the block diagram represented in Fig. 6, 
[63]. According to this block diagram, each smoothing 
function (SMF) is obtained by sequential low-pass 
filtering (convolving with )( 2kzH  filters), while after 
high-pass filtering of a SMF (convolving with )( 2kzG  
filters), the corresponding DWT at appropriate scale is 
generated. 

For a prototype wavelet )(tψ  with the following 
quadratic spline Fourier transform,  

(12) 
4

4
)4(sin)( ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
Ω
Ω

Ω=Ω jΨ  

the transfer functions )(zH  and )(zG  can be obtained 
from the following equation [63], 
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Fig. 6 FIR filter-bank implementation to generate discrete wavelet transform based on à trous algorithm. 
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(14) 

It should be noted that for frequency contents of up 
to 50 Hz, the à trous algorithm can be used in different 
sampling frequencies. Therefore, one of the most 
prominent advantages of the à trous algorithm is the 
approximate independency of its results from sampling 
frequency. This is because of the main frequency 
contents of the ECG signal concentrate on the range less 
than 20 Hz [62, 63]. After examination of various 
databases with different sampling frequencies (range  
between 136 to 10 kHz), it has been concluded that in 
low sampling frequencies (less than 750 Hz), scales 2λ 
(λ=1,2,…,5) are usable while for sampling frequencies 
more than 750 Hz, scales 2λ (λ=1,2,…,8) contain 
profitable information that can be used for the purpose 
of wave detection, delineation and classification, [63]. 

In the presented study, scaled ECG, smoothing 
function scale 22, DWT in scales 23 and 24 are used in 
feature extraction stage. In Fig. 6 DWT scales 23 and 24 
and smoothing function scale 22 are shown obtained 
from arbitrary MITDB subjects. In this figure 
corresponding DWT and smoothing function of each 
segment of beats are illustrated in different colors.  
 
4. Feature Extraction via Newly Proposed CLM 

4.1. Implementation Preliminaries 
Curve Length Method (CLM) is a new feature 

extraction (calculation) technique that is newly 
developed by authors of this work. From mathematical 
point of view, if y(x) indicates a continuous and 
differentiable function in the interval [a,b], then the 

curve length of the function y(x) in the interval [a, b] 
can be obtained as 

(15) 
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For example, if 22)( xrxy −=  (which in this case, 
y(x) represents a half circle as shown in Fig. 7. 

Therefore through conducting required calculations 
it is obtained that 

22
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xxy
−

=′ . By substituting the 

)(xy′  into ( )baxyCurve ,),(  equation, the following 
result is obtained 
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The principle idea of this study focuses on the 
definition of a metric containing large amount of 
information about signal geometric properties. To this 
end, curve length of DWT in scales 23 and 24, 
smoothing function scale 22 and original scaled ECG for 
P, QRS and T segments are used as components of 
feature vector. Suppose that 1×NY  is a vector with )(ty , 
(t=1, 2, …, N) components and )(ty&  indicate 
components of tdd Y  vector, so it can be shown that 
the curve length of vector 1×NY  is determined as follows 

(17) ∫ += 1

0

2 )(1)(
t

t
dttyCL &Y  

where ( ) sFtytyty )1()()( −−=& , sF  is sampling 
frequency and t0 and t1 segment start and finish time, 
respectively. Therefore, dimension of feature space is 
12 i.e., 4 (curve length of original scaled ECG + curve 
length of DWTs in scales 23 and 24 + curve length of 
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smoothing function scale 22) ×  3 (P , QRS and T 
segments) = 12. In study [63], it has been shown that the 
curve length is an informative metric in which some 
important geometric parameters such as maximum to 
minimum ratio, area under curve, mean, standard 
deviation, summation of point to point difference and 
some other statistical parameters simultaneously lie on 
and therefore this feature selection method may be a 
good solution in the area of arrhythmia recognition. 
After conducting a complete search over throughout of 
the MITDB, according to table 1, 2526, 8031, 6987, and 
7007 beats are obtained for APB, LBBB, PVC, and 
RBBB classes respectively, (some arbitrary feature 
sources of these classes are shown in Fig. 8). Then, 
using the CLM feature vector of all beats of each class 
are calculated and are shown in Fig. 9. According to this 
figure, for each class some branches can be seen and in 
this study to assign a code to each branch (IndArr, 
Arr=APB, LBBB, PVC, RBBB) the integer part of the 
first component of each feature vector is used as its 
branch identification code. Accordingly, for APB 

11951 ≤≤ APBInd , LBBB 9776 ≤≤ LBBBInd , for PVC 
13678 ≤≤ PVCInd  and for RBBB 13667 ≤≤ RBBBInd . 

 
4.2 Important Characteristics of Feature Obtained 

from CLM 
Accurate studies performed on all obtained features 

from all classes show that features obtained via CLM 
possess two important characteristics:  

 
• CLM is many to one mapping. Loosely 

speaking, features of each MITDB record are 
mapped only to one branch of corresponding 
class and there is no record that features belong 
to more than one branch of the corresponding 
class. 

• In each class, branches do not intersect each 
other. Therefore the CLM divide each class 
into separate regions. 

 
We called two above important properties as a priori 

knowledge resulted from application of CLM.  
 
 

Table 1 Total number of beats of each APB, LBBB, PVC 
and RBBB classes in MITDB with number of out of range 
rejected beats. 

Arrhythmia 
Class 

Total 
Number 

Rejection 
Number 

APB 2546 20 
LBBB 8075 44 
PVC 7129 48 

RBBB 7259 52 
Total 107,090 666  

 
 

y(x) 

x 

r 

+r -r  
Fig. 7 The half circle used to calculate the curve length of it 
via Eq. (15). 
 
5. Reduction of Feature Space Dimension to 
Optimize Computational Burden of the Classifier 

5.1. Linear Discriminant Analysis (LDA) 
LDA is one of the feature dimensionality reduction 

technique in which to achieve maximum extent of 
features separability, the ratio of between-class variance 
to the within-class variance in an understudy dataset is 
maximized. As a comparison, after application of PCA 
transformation, the formation (shape and location) of 
feature space changes whilst this change does not 
happen by application of LDA. In the following 
paragraphs, a brief mathematical description for 
illustration of LDA structure is presented. 

Suppose that )},(),...,,(),,{( 2211 ppFG ggg fff=τ  with 

feature vectors n
i Rf ∈ , and }...,,2,1{ qGg =∈  which 

is label set for training feature vectors. The within-class 
WS  and between class BS  scatter matrices can be 

obtained as 

(18) 
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where gU  consists of training features attributed to the 
new feature space and gn  is the number of training 
features in the subsets of gU . μ  and gμ  vectors can be 
obtained from the following summations as 
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If a linear transformation is defined to project the 
features to a new feature space as  

(20) fΩz T=   
Then, LDA is obtained by maximizing the below 
separability criterion which is a function of weight 
matrix Ω  

(21) 
)~(det
)~(det)(

W

B

S
SΩ =ε   

where BS~  and WS~  are between-class and within-class 
matrices respectively obtained for the transformed data 
z . In order to maximize the Eq. (21) to obtain the 
optimal weight matrix Ω , several methods based on 
generalized singular value decomposition (GSVD) have 
been proposed by authors and would be seen in [70]. 
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Fig. 8 Discrete wavelet transform of the scaled ECG in scales 23 and 24 including smoothing function 22 for arbitrary records of the 
MITDB including APB, LBBB, PVC and RBBB classes. 
 

 
Fig.9 Features extracted via CLM for all APB, LBBB, PVC and RBBB classes of the MITDB. 
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5.2  Generalized Discriminant Analysis (GDA) 
The GDA is the nonlinear version of the 

conventional LDA and in this case 
)},(),...,,(),,{( 2211 ppFG ggg fff=τ  with feature vectors 

n
i Rf ∈ , }...,,2,1{ qGg =∈ . In GDA projection, the 

input training set is mapped from feature space F to a 
high-dimensional feature space H. Then the 
conventional LDA is applied on the mapped data. 
During this transformation, the features of the space F 
are projected by a kernel function k(.) and bias term b as 
follows 

(22) bfΩz += )(kT   
where Ω  is the weight matrix and b is bias vector 
which both of them should be determined via an 
optimization approach. It should be noticed that the 
optimum parameters ),( bΩ  can be calculated by 
maximizing of the difference between-class and within-
class scatter of the )},(),...,,(),,{( 2211 ppZG ggg zzz=τ  

and m
i Rz ∈ . More details about the methods to solve 

this optimization problem can be seen in [70].  
 

5.3 Principal Component Analysis (PCA) 
Suppose that [ ]NArr ffF ,,1 K=  is a matrix includes 

feature vector ( )
112×jf  Nj ,,1K=  and the aim is to 

reduce dimension of ArrF  and reconstruct a matrix 
[ ]NArr ggG ,,1 K=  in which ( )

1×pjg  Nj ,,1K=  and 
12≤p . Using a linear orthonormal projection as 

follows 
(23) ufΩg += T   

where p×12Ω  is weight matrix and 1×pu  is offset vector. 
By application of linear back projection, the estimation 
of vector f  i.e., f̂  is obtained from following equation 

(24) u)(gΩf −=ˆ   
and )( uΩ,  is the optimal solution of the following 
constrained optimization equation 

(25) 
IΩΩ

u,ΩuΩ,
u,Ω

=

=

Tts

Arg

..

)]([min)( 00
)00(

ε
  

where IΩΩ =T  condition imposes orthonormality 
constraint to optimization problem. To solve the Eq. 
(26), several methods such as Cholesky decomposition 
and linear algebra methods can be found, [70]. The 
main role of PCA application is to reduce feature space 
dimension so train time and computational burden 
decreases. However, for low dimension feature vectors 
such as this study, implementation of PCA doesn’t 
make significant improvement in train accuracy and 
computation load decrement.  

6 Adaptive Network Fuzzy Inference System 
(ANFIS) Heart Arrhythmia Classifier Design 

For Computer Implementation of classification 
algorithm, an adaptive network-based fuzzy inference 
system (ANFIS) is trained using the information 
obtained from the section 4. To consider the mutual 
influence of features in the evaluation of error 
probability, an ANFIS network is implemented. Using 
this network, it will be possible to incorporate the 
possible mutual influences between risk features to the 
classification of arrhythmias. Adaptive neuro-fuzzy 
networks are actually fuzzy inference systems which are 
translated to a neural network language and using the 
neural network features, the actual system is trained 
based on the input-output data and then turned into a 
fuzzy model. More details about ANFIS can be seen at 
[71]. 

According to Fig. 10, inputs are elements of feature 
vector included in the first layer and incorporated to 
fuzzy membership functions. The outputs of neurons are 
the membership values of inputs in fuzzy values. This 
part of the neuro-fuzzy network is equivalent to the IF 
part of the fuzzy inference system. In the Input Rules 
Layer, resulted membership values are passed through a 
T-norm and the firing strength of each rule is 
determined. In the output membership layer, using the 
final relationships, the output of each IF-THEN rule is 
determined. For each of the feature vector elements, two 
Gaussian memberships are considered with a Sugeno 
Difuzzification algorithm. It should be mentioned that, 
triangular memberships can be selected instead of 
Gaussian memberships, by this choice some 
performance quality will be dedicated as the expense of 
decreasing the computational burden. The structure of 
this network is illustrated in Fig. 10. 
 

7 Results and Discussions 

7.1 Evaluation and of the ANFIS-Based Arrhythmia 
Classification Algorithm 

In this section, evaluation process of the proposed 
classification algorithm is demonstrated. According to 
section 4, by application of CLM to feature extraction, 
in each class of under study arrhythmias, some branches 
are seen which for APB 11951 ≤≤ APBInd  (total number 
of 2526), LBBB 9776 ≤≤ LBBBInd (total number of 
8031), for PVC 13678 ≤≤ PVCInd  (total number of 
7081) and for RBBB 13667 ≤≤ RBBBInd (total number 
of 7207) were previously specified. Validation of the 
presented classification algorithm is fulfilled in four 
steps. 
 



Iranian Journal of Electrical & Electronic Engineering, Vol. 6, No. 1, Mar. 2010 12

 
Fig. 10 The ANFIS structure used to classify four LBBB, RBBB, PVC and APB arrhythmia classes. 

 

7.2 Justification of Features Selection 
In this study, to determine the optimum number of 

DWT scales and the corresponding SMF that should be 
incorporated in the feature vector to reach the 
acceptable accuracy, first, an examination group 
possessing 100 beats excerpted from each of APB, 
LBBB, RBBB, and PVC groups is provided and 50% of 
this group is used to train the classifier while the rest 
50% is used for the classification performance testing. 
In this study the examination of the effect of the 
increasing number of included DWTs and SMFs on the 
classification algorithm accuracy is performed via six 
steps: 

• Feature vector including DWTs and SMFs of 
scales 21 and 22 (3×4 feature vector elements).  

• Feature vector including DWTs and SMFs of 
scales 21 and 23 (3×4 feature vector elements).  

• Feature vector including DWTs and SMFs of 
scales 21 and 24 (3×4 feature vector elements).  

• Feature vector including DWTs and SMFs of 
scales 22 and 23 (3×4 feature vector elements).  

• Feature vector including DWTs and SMFs of 
scales 22 and 24 (3×4 feature vector elements).  

• Feature vector including DWTs and SMFs of 
scales 23 and 24 (3×4 feature vector elements-
best accuracy).  

In each of aforementioned steps, the accuracy of the 
classification algorithm is calculated and is compared 
with its previous step(s). The conducted studies show 
that by increasing the number of scales from one to 
four, the accuracy of the classification algorithm 
increases monotonically (Fig. 11). However, by adding 
the features with the scale orders more than three, 
almost no improvement can be achieved. Therefore, the 
fifth step of the above testing process, can be assumed 
as the optimum bound for the DWT and SMF feature 
order selection for which the best trade-off between 
algorithm accuracy and dimension of the feature vector 
(correspondingly the computational burden and run-
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time) can be achieved. In Fig. 11, the performance 
accuracy of an ANFIS classifier versus incorporated 
scales and SMFs is shown. As, it can be seen, the 
accuracy of the classification algorithm saturates by 
passing the DWT scales from three. 
 

7.3 Analysis of the Proposed Arrhythmia 
Classification Performance by Implementation 

Feature Space Dimension Reductions Algorithms 
In order to performance assessment of the 

classification algorithm along with the application of 
feature space dimension reduction methodologies like 
PCA, LAD and GDA, using the aforementioned 
dimensionality reduction algorithms, the dimension of 
feature space is reduced one by one, and in each case 
the performance of the classifier on a test database 
defined in section 7.2 is evaluated. The general 
procedure of the performance evaluation of the 
classification algorithm in the presence of dimension 
reduction methods is shown in Fig. 12. 

The conducted studies show that by reduction of 
feature space dimension one by one via PCA algorithm, 
accuracy of the trained ANFIS classifier decreases with 
a rather high rate where by reaching the dimension of 
the feature space to the number 6, the accuracy of the 
classification algorithm drops to 65% and lower 
showing a partial failure in the classification 
performance. On the other hand, by application of the  
LDA or GDA (with Radial Basis Function-RBF kernel), 
the accuracy of the algorithm drops rather smoothly  
relative to the PCA-based classification algorithm 
screening higher stability (robustness) that by reaching 
of the feature dimension to the number 6, accuracy of 
the classification algorithm attains to 81% which is a 
better record rather than the accuracy of the PCA-based 
ANFIS classifier. A graphical representation of this 
investigation is shown in Fig. 13. It should be noted that 
because of the fact that the feature dimension being 
equal to 12 obtained in this study is not a high 
dimensionality to impose a heavy computational burden  
and cost, therefore logically, the application of feature 
reduction algorithms such as PCA, LDA or GDA can be 
ignored. Exploitation of dimension reduction algorithms 
should be involved especially in the cases that feature 
space dimension exceeds than 50 or more which in such 
situations, the computational burden (and therefore train 
and test run-time) will be high and may cause very long 
or even impossible responding of the computerized 
algorithm. 
 
7.4 Case That in Which Train and Test Features Are 
Chosen Only From One Branch of Each Arrhythmia 

Class 
In this case, only a specific branch from each 

arrhythmia class is considered and all corresponding 

features are extracted. Then using stochastic Rolette 
Wheel shuffling algorithm [68], obtained feature vectors 
are shuffled completely and 40% of feature vectors are 
used for training and the rest are used for testing. In this 
study, we have examined more than 2500 cases and to 
show performance of the classification algorithm, 15 
cases are randomly chosen and obtained results are 
shown in table 2. As it can be seen, due to a priori 
knowledge obtained from CLM, the accuracy level of 
the classification algorithm is very close to 100%. 

 
7.5 Case That in Which Train and Test Features Are 

Chosen From More Than One Branch of Each 
Arrhythmia Class 

In this experiment simulation, from each arrhythmia 
class, more than one branch (3, 4 or 5 branches) are 
chosen and the corresponding features are extracted. 
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Fig. 11 The accuracy variation of a trial ANFIS versus 
increasing the number of incorporated higher order moments 
for the Group of test arrhythmias. 
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Fig. 13 Variations of arrhythmia classification performance in 
the presence of feature space dimensionality reduction by 
PCA, LDA and GDA. 
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Fig. 12 The block diagram of the arrhythmia classification performance assessment versus reduction of feature space dimension via 
PCA, LDA and GDA. 
 
 
Table 2 Statistical parameters of classification algorithm performance obtained during first test (section 7.4). 

Branches Code 
[IndArr] 

Arr=APB,LBBB,PVC,RBBB 

# of Corresponding  
Feature Vectors 

# of Tested 
Feature 
Vectors 

# of 
Error Accuracy (%) 

[66,97,104,70] [26,2038,1219,285] 7696 0 100 
[58,87,136,48] [371,2038,1468,155] 5782 0 100 
[113,87,119,51] [43,1916,382,200] 2891 0 100 
[102,83,104,56] [29,1418,1219,427] 6017 0 100 
[66,76,87,79] [26,2257,2109,380] 8403 0 100 

[101,83,119,66] [88,1418,382,774] 4885 0 100 
[83,76,87,66] [105,2257,2109774] 5180 0 100 
[83,97,83,102] [105,2308,80,194] 5369 0 100 
[72,87,119,55] [266,1916,382,811] 7580 0 100 
[102,83,104,56] [29,1418,1219,427] 7112 0 100 

[102,76,119,118] [29,6772,1493,382,40] 8746 0 100 
[101,97,119,81] [88,2038,382,103] 7106 0 100 
[89,97,119,102] [48,2038,382,194] 7137 1 99.99 
[58,76,104,81] [371,2257,1219,103] 4723 0 100 
[87,97,104,81] [93,2038,1219,103] 3818 0 100 

 
Final Result of Stage (section 7.4) 

 APB LBBB PVC RBBB Se (%) P+ (%) Sp (%) 
Acc 

(%) 

ABP 1030 0 0 0 100 100 100 100 

LBBB 0 20476 0 0 100 100 100 100 

PVC 0 0 9158 0 100 100 100 100 

RBBB 0 0 0 3187 99.97 100 99.99 99.97 

 
  

 
Then the obtained feature vectors are shuffled randomly 
and 40% of the resulted dataset is used as train set and 
rest of dataset as test set. In this case, 450 different 
arrangements are examined and 5 of randomly chosen 
cases are shown in table 3. In this stage, the mean 
values of Se=99.80%, P+=99.79%, Sp=99.84% and 
Acc=99.81% were obtained for all 450 examinations. 
 

7.6. Case That in Which Train and Test Features 
Are Chosen From All Branches of Each Arrhythmia 

Class 
In this stage of evaluation process, all branches of 

each arrhythmia are used to evaluate generalization 
power of the algorithm. According to table 1, there are 
2526, 8031, 6987, 7207 feature vectors for APB, LBBB, 
PVC, and RBBB categories, respectively. First, features 

of each arrhythmia class are shuffled in a random 
fashion and for the purpose of training, 400, 600, 800, 
1000 and 1200 feature vectors are chosen from each 
class. Then 800 feature vectors which don't belong to 
train set are chosen randomly as test features from main 
database and for each above training sets, test 
evaluation is performed. The results obtained in this 
stage are shown in table 4. Obtained results came up us 
with the conclusion that when number of subjects 
incorporated into train and test sets increases (i.e., 
variety of morphology increases), accuracy of the 
classification algorithm saturates and cannot go up a 
threshold. According to table 4, the final accuracy value 
Acc=99.72% has been obtained using CLM feature 
extraction and implementation of ANFIS classifier. 
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Table 3 Statistical parameters of classification algorithm performance obtained during second test (section 7.5). 

Range of Branches Codes 
[IndArr] 

# of Corresponding  
Feature Vectors 

# of Tested 
Feature 
Vectors 

# of 
Error 

Accuracy (%) 
(Mean Value) 

76≤ IndLBBB ≤97,67≤ IndRBBB ≤136, 
80≤ IndAPB ≤119, 40 ≤ IndPVC ≤60 [1510,8031,2532,7207] 25643 19 99.68 

76≤ IndLBBB ≤97,67≤ IndRBBB ≤136, 
60≤ IndAPB ≤80, 40≤ IndPVC ≤60 [560,8031,2532,7207] 30445 23 99.71 

76≤ IndLBBB ≤97,67≤ IndRBBB ≤136, 
51≤ IndAPB ≤60, 40≤ IndPVC ≤60 [691,8031,2532,7207] 30523 21 99.74 

76≤ IndLBBB ≤97,67≤ IndRBBB ≤136, 
51≤ IndAPB ≤60, 99≤ IndPVC ≤136 [691,8031,2012,7207] 42211 25 99.68 

76≤ IndLBBB ≤97,67≤ IndRBBB ≤136, 
51≤ IndAPB ≤60, 99≤ IndPVC ≤136 [691,8031,2012,7207] 23586 11 99.77 

 
Final Result of Stage (section 7.5) 

 APB LBBB PVC RBBB Se (%) P+ (%) Sp (%) 
Acc 

(%) 

ABP 2478 0 2 0 99.68 99.64 99.99 99.32 

LBBB 0 24079 0 4 99.94 99.90 99.98 99.84 

PVC 4 9 6929 5 99.81 99.54 99.97 99.35 

RBBB 0 0 5 21607 99.94 99.96 99.99 99.89 
  

 
 
Table 4 Statistical parameters of classification algorithm performance obtained during third test (section 7.6). 

Range of Branchs Codes 
[IndArr] (All Branches) 

# of Corresponding  
Feature Vectors 

# of Tested 
Feature 
Vectors 

# of 
Error 

Accuracy (%) 
(Mean Value) 

76≤ IndLBBB ≤97,67≤ IndRBBB ≤136, 
51≤ IndAPB ≤119, 78 ≤ IndPVC ≤136  [400,400,400,400] 800 10 99.35 

76≤ IndLBBB ≤97,67≤ IndRBBB ≤136, 
51≤ IndAPB ≤119, 78 ≤ IndPVC ≤136  [600,600,600,600] 800 8 99.63 

76≤ IndLBBB ≤97,67≤ IndRBBB ≤136, 
51≤ IndAPB ≤119, 78 ≤ IndPVC ≤136  [800,800,800,800] 800 7 99.68 

76≤ IndLBBB ≤97,67≤ IndRBBB ≤136, 
51≤ IndAPB ≤119, 78 ≤ IndPVC ≤136  [1000,1000,1000,1000] 800 4 99.77 

76≤ IndLBBB ≤97,67≤ IndRBBB ≤136, 
51≤ IndAPB ≤119, 78 ≤ IndPVC ≤136  [1200,1200,1200,1200] 800 4 99.78 

 
Final Result of Stage (section 7.6) 

 APB LBBB PVC RBBB Se (%) P+ (%) Sp (%) 
Acc 

(%) 

ABP 3993 0 2 0 99.83 99.89 99.98 99.73 

LBBB 1 3997 2 1 99.93 99.85 99.97 99.77 

PVC 3 2 3994 2 99.85 99.73 99.95 99.57 

RBBB 0 0 1 3995 99.88 99.93 99.98 99.80 

 
  

 
7.7. Arrhythmia Classification Performance 

Comparison with Other Works 
In the final step, in order to show the marginal 

performance improvement of the proposed arrhythmia 
classification algorithm, the method is assessed relative 
to other high-performance recent works. The result of 
comparison of the proposed method and other works is 
shown in table 5. 

 
 
 

8  Conclusion 
Introducing a new feature extraction method in the 

area of the heart arrhythmia classification based on a 
metric with simple mathematical calculation called 
Curve-Length Method (CLM) is the aim of this study. 
In the presented method, curve length of the under study 
excerpted segment of signal is considered as an 
informative feature in which the effect of important 
geometric parameters of the original signal such as 
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Table 5 Comparison of the CLM-based classification algorithm with previous recent works (section 7.7). 

Study 

Number of 
Incorporated 
Morphologies 
(Beat Type) 

Feature Space 
 Dimension Accuracy (%) 

This Study (with PCA) 4 10 99.70 
This Study (with LDA) 4 10 99.76 

This Study (with RBF-GDA) 4 10 99.76 
This Study (without PCA) 4 12 99.72 

Osowski et al. [18] 7 18 96.06 
Guler et al. [60] 5  24 97.78 
Guler et al. [61] 4  19 96.94 

Minami et al. [57] 3  5 98.00 
Al-Fahoum et al. [56] 4  6 97.50 

Dokur et al.[67] 5  15 97.00 
Prasad et al. [58] 12  25 96.77 

Sung-Nien et al. [16] 6  27 99.51 
Chen et al. [59] 8  30 97.53 
Chen et al. [59] 6  30 99.70 
Yu et al. [66] 6  11 99.65 
Yu et al. [66] 6  11 99.4 

Minhas et al. [32] (without PCA) 6  11 99.49 
Minhas et al. [32] (with PCA) 6  6 99.47 

de Chazel et al. [9] 5 9 99.40* 

de Chazel et al. [24] 15 15 98.50** 
 
 
* Maximum accuracy value of this study was adopted. 
** Average accuracy value of the method was calculated (application to all subjects of MITDB) 
 
 
mean, standard deviation, maximum value to minimum 
value ratio, (absolute value of) area under the signal, 
summation of point to point difference and events 
duration can be found. To show merits of strategy, it 
was applied to classify four categories found in the 
MIT-BIH Arrhythmia Database namely as Atrial 
Premature Beat (APB), Left Bundle Branch Block 
(LBBB), Right Bundle Branch Block (RBBB) and 
Premature Ventricular Contraction (PVC) via an ANFIS 
classifier and average values of Se = 99.81%, P+ = 
99.80%, Sp = 99.81% and Acc = 99.72% are obtained 
for sensitivity, positive predictivity, specifity and 
accuracy respectively showing marginal improvement 
of the heart arrhythmia classification performance. 
Acceptable performance, low training computational 
burden and quick responding in test can be mentioned 
as important merits of the algorithm. 
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