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Abstract: Today, it can be said that in every field in which timely information is needed, we can use the applications of time-series prediction. In this paper, among so many chaotic systems, the Mackey-Glass and Loranz are chosen. To predict them, Multi-Layer Perceptron Neural Network (MLP NN) trained by a variety of heuristic methods are utilized such as genetic, particle swarm, ant colony, evolutionary strategy algorithms, and population-based incremental learning. Also, in addition to expressed methods, we propose two algorithms of Bio-geography-Based Optimization (BBO) and fuzzy system to predict these chaotic systems. Simulation results show that if the MLP NN is trained based on the proposed meta-heuristic algorithm of BBO, training and testing accuracy will be improved by 28.5% and 51%, respectively. Also, if the presented fuzzy system is utilized to predict the chaotic systems, it outperforms approximately by 98.5% and 91.3% in training and testing accuracy, respectively.
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1 Introduction

NOWADAYS, chaotic time-series predictions are used in various fields such as marketing policies, supply chain management, signal processing, traffic jam condition, weather forecasting, sunspot forecasting, and many other fields. Predicting chaotic time series has been one of the significant challenges during the last few decades, which can be considered as a subset of non-linear processes that produce complex and irregular results [1]. Chaos theory has been an appropriate method to express the characteristics of a dynamic and complex system that shows complex trends. This kind of chaotic system has two important features:

(1) Unpredictable behaviors, and (2) regular patterns that are embedded in them. Therefore, the chaos system is not only a non-random system, but also regulars and orders exist within appearance irregularities and disorders [2, 3].

Threshold method, exponential model, local linear model, nearest neighbor, regression, and Neural Network (NN) are some of the methods which are utilized for modeling and predicting non-linear time series [4, 5]. Artificial Neural Network (ANN) methods have better performance than other methods, which can be attributed to low computation and complexity, no need for a system model, etc. [6].

ANNs are kinds of new computational methods that are used to forecast the output responses of complex systems. The main idea of these networks is inspired by the performance of the biological nervous system, which is able to learn and create knowledge by engaged to process information. Making a new structure for the information processing is a key point of this idea. This system is composed of an intensive number of interconnected processing elements called neurons that work in unison to solve a problem.
The first attempt to simulate the NN was made using a logical model, which today this kind of model is utilized as a main structural block of most ANNs [7, 8]. In reference [9], the perceptron NN is introduced, which has three layers and the second layer is known as the bond layer. By training this type of system, it assigns the corresponding output for each input. The error post-propagation algorithm is utilized to train this network that has considerable disadvantages. Therefore, NNs are used to predict short-term and long-term time series such as Mackey-Glass, Lorenz, etc. [10-12]. Reference [13] uses the limited learning machine, which is a kind of pioneer NN with a hidden layer. In these networks, the weight and threshold of the input layer are selected randomly and these parameters are not trained and learned by a special algorithm. In this algorithm, based on the least mean square algorithm, only the weight of the hidden layer to the output layer is calculated. Another approach to predict time series is the combination of NNs and meta-heuristic algorithms. In order to predict the short-term and long-term chaotic time series such as Mackey-Glass, the combination of NN and particle swarm optimization algorithm is used in reference [14].

As mentioned, due to dataset properties and high data size, the use of conventional and traditional methods based on derivatives and gradient decent algorithms does not lead to achieve high prediction accuracy. Therefore, the meta-heuristic or evolutionary algorithms such as particle algorithm, genetics, ant colony and evolutionary strategy can be used to train NNs [14-18].

In this paper, we propose an improved meta-heuristic algorithm based on bio-geography, and a fuzzy system to increase the accuracy of chaotic time-series prediction. The simulation results confirm that using the improved meta-heuristic algorithm based on bio-geography and fuzzy system outperform the other evolutionary methods in terms of the training and testing accuracy by 28.5%-51% and 98.5%-91.3%, respectively.

The remainder of this article is organized as follows. Section 2 demonstrates the Mackey-Glass and Lorenz time-series prediction. In Section 3, the Multi-Layer Perceptron (MLP) NN will be introduced. The two proposed methods are described in Section 4. In Section 5, the proposed and traditional methods are evaluated and compared in terms of training and testing accuracy. Finally, in the last section, the conclusions will be given.

2 Chaotic Time Series

The Mackey-Glass time series is a time series with chaotic behavior that can be expressed as Eq. (1):
\[
dx \left( t \right)/d\tau = \beta x \left( t - \tau \right)/\left[ 1 + x^2 \left( t - \tau \right) \right] - \gamma x \left( t \right)
\]
\[
\gamma, \beta, \tau, \text{ and } n > 0
\]

where by adjusting system parameters (\( \gamma, \beta, \tau, \text{ and } n \)), different dynamic behaviors can be made. In Equation (1), the parameter \( \tau \) determines the properties of the equation. By adjusting \( \tau < 4.43 \) a fixed-point absorber, \( 4.43 < \tau < 13.3 \) a fixed cycle absorber, \( 13.3 < \tau < 16.8 \) a double-cycle absorber, and \( 16.8 < \tau \) a chaos will be produced. Figures 1 and 2 illustrate Mackey-Glass time-series fluctuations and dynamic behaviors, respectively which the parameters are adjusted according to the reference [19]. The values are as Eq. (2):
\[
\gamma = 0.15, \beta = 0.3, \tau = 35, \text{ and } n = 11
\]

![Fig. 1 Mackey-Glass time-series fluctuations in terms of time.](image)

![Fig. 2 Mackey-Glass time-series dynamic behavior.](image)

According to Fig. 2, the dynamics of this time series are constantly fluctuating and never converge to a single spot.

The Lorenz system has the following chaotic system, which is widely utilized to establish chaotic theory:
\[
\frac{dx(t)}{dt} = \sigma \left[ y(t) - z(t) \right]
\]
\[
\frac{dy(t)}{dt} = x(t) \left[ r - z(t) \right] - y(t)
\]
\[
\frac{dz(t)}{dt} = x(t) y(t) - b z(t)
\]
where $\sigma$, $r$, and $b$ are parameters whose values are adjusted based on the reference [20] as Eq. (4):

$$b = \frac{8}{3}, \quad r = 28, \quad \text{and} \quad \sigma = 10$$  \hfill (4)

Figures 3 and 4 illustrate Lorenz time-series fluctuations and dynamic behaviors, respectively.

3 Multi-Layer Perceptron Neural Network

Feeder multi-layer networks are one of the most important structures of ANNs. Typically, these networks consist of a set of sensory units (basic neurons) that comprise the input layer, one or more hidden layers, and an output layer. The input signal is propagated in the forward path throughout the network. Figure 5 shows the structure of this type of NN, which includes $p$ input nodes, $q$ neurons in the hidden layer, and $r$ output nodes.

The stimulation of the $j$-th hidden layer is obtained from the Eqs. (5) and (6):

$$v_j = \sum_{i=1}^{p} x_i \times w_{ji} + \theta_j, \quad j = 1, 2, ..., q$$  \hfill (5)

$$s_j = \text{sigmoid}(v_j) = \frac{1}{1 + \exp(v_j)}$$ \hfill (6)

where $x_i$ denotes the $i$-th node in the input layer, $w_{ji}$ represents the weight of the connection line between the $i$-th node in the input layer and $j$-th neuron in the hidden layer, and $\theta_j$ is the threshold value of $j$-th neuron in the hidden layer. The Eqs. (7) and (8) are used to calculate network output:

$$z_k = \sum_{j=1}^{r} s_j \times w_{kj} + \phi_k, \quad k = 1, 2, ..., r$$  \hfill (7)

$$y_k = \text{sigmoid}(z_k) = \frac{1}{1 + \exp(z_k)}$$ \hfill (8)

where $w_{kj}$ is the weight of the connection line between $j$-th neuron in the hidden layer and $k$-th neuron in the output layer, and $\phi_k$ represents the threshold value of $k$-th neuron in the output layer. The weight of connection lines and threshold values are the most significant parts of MLP NNs which determine the final output.

In this paper, in order to compare the traditional methods with the proposed methods, the same NN structure is utilized to teach the NN. Based on this structure, the number of NN inputs is four, a hidden layer consists of nine sigmoid function neurons, and a linear stimulus function is used in the output layer. The experimental results show that this network structure can give us the desired results.

4 Neural Network Training

MLP NN training means finding the best value for the weight of connection lines and thresholds in order to achieve the best output result for specific inputs. In traditional methods such as the post-propagation algorithm, the output of the objective function is known and learning is done in a supervisory manner. This algorithm can find the optimal weights for a MLP NN by using the downgrade and error minimization. The calculation of the output sensitivity to the weights starts from the end of the network and all weights are updated concurrently. Due to low convergence speed, ability to get stuck in local minima, and low accuracy, this algorithm is not suitable for high-dimensional problems, large critical points, and practical problems. Therefore, the tendency to use meta-heuristic algorithms to train NNs and engage fuzzy systems has increased dramatically [21]. In the following, we will introduce the first proposed method, which is based on a boosted bio-geographic algorithm.

4.1 The First Proposed Method

The Bio-geography-Based Optimization (BBO) algorithm was first proposed in 2008. The main idea
of this algorithm is inspired by a field in biology that discusses the distribution of animals and plants (in time and space). In this field of study, different ecosystems (habitats) are examined to find the relationship between different species (inhabitants) in terms of immigration, emigration, and mutation [22]. In other words, the evolution of ecosystems to achieve stable conditions is the basis of the BBO algorithm. This algorithm uses a number of search factors called habitats, which are similar to the chromosomes in the Genetic Algorithm (GA). In this algorithm, each variable indicates a location that is considered as a vector of species (similar to the genes in the GA). In addition, the Habitat Suitability Index (HSI) is defined for each habitat area, and a high HSI index means better conditions. Habitat areas are always determined according to the three main rules as follows:

1. Species that live in high-HSI are more likely to migrate to lower-HSI.
2. Species that live in low-HSI are more likely to absorb immigrants from high-HSI [23].
3. Habitat areas must change their inhabitants randomly, regardless of their HSI.

This phenomenon makes a balance between different ecosystems in nature. In other words, nature tends to boost the sustainability of different biological areas. The BBO algorithm uses these concepts to improve the HSI of all habitat areas. In the BBO algorithm, there are three main operators of migration, mutation, and elitism, which we will discuss below.

The BBO algorithm starts with the migration operator and the random selection of habitat areas. Each habitat area has \( k \) different species that are determined based on the variables of a particular problem. In addition, each habitat area has specific immigration, emigration, and mutation rates, which is modeled based on distinct biological area in nature. Immigration rate \( \lambda \) and emigration rate \( \mu \) are functions of the number of inhabitants (species) in the habitat, which are expressed as Eqs. (9) and (10):

\[
\lambda_k = I \times \left(1 - \frac{k}{N}\right) \quad (9)
\]

\[
\mu_k = E \times \left(\frac{k}{N}\right) \quad (10)
\]

where \( k \) represents the number of current species and \( N \) indicates the maximum number of species that is increased based on the HSI. In other words, more HSI means more species number. \( I \) is the maximum immigration number, and \( E \) expresses the maximum emigration number. In this paper, \( I \) and \( E \) are normalized and the maximum rate is 1. Another operator of the BBO algorithm is the mutation, which improves the exploration power of the BBO algorithm and preserves the diversity of species. This operator is defined as Eq. (11):

\[
m_k = m_{\text{max}} \times \left(1 - \frac{p_{j-k}}{p_{\text{max}}}\right) \quad (11)
\]

where \( m \) is the initial mutation user-defined value, \( p_{j} \) indicates the probability of mutation in the \( n \)-th habitat and \( p_{\text{max}} \) is the maximum value of \( p_{j} \). In this algorithm, after calculating the HSI for each habitat, the rates of immigration, emigration, and mutation are also updated (calculated). According to these updated rates, non-elite species migrate or mutate. After that, some of the best pre-defined habitats are considered for the production of later generations. Finally, the BBO algorithm finishes with the achievement of the final approaches. Figure 6 shows how the migration and mutation operators work. In this figure, habitat 1 has the lowest HSI, which indicates that the mean squared error is minimal for all test specimens, so it is more suitable than habitats 2, 3, and 4. It should be noted that elitism prevents the destruction of the best habitats in the face of immigration. As a result, some of the best habitats are maintained in each iteration. Figure 7 illustrates the general operation steps of a BBO algorithm.

![Fig. 6 Behavior of migration and mutation operators based on habitat HIS.](image)

In the following, we will train the NN with the help of the proposed method. Figure 8 shows the structure of the MLP NN that we have utilized in the first proposed method. Also, the final NN vector is given in Eq. (12):

\[
\text{Habitat} = \{w_{11}, w_{12}, w_{13}, w_{14}, \theta_{15}, \theta_{16}\} \quad (12)
\]
As mentioned, the training of ANNs is the purpose of learning methods. In this paper, the HSI function for all training samples is calculated by the mean squared error method as Eq. (13):

$$\sum_{i=1}^{m} \sum_{q} (o_i^q - d_i^q)^2$$  \hspace{1cm} (13)

where $q$ indicates the number of training samples, $m$ represents the number of outputs, $d_i^q$ is the optimal output value for the $i$-th input when the $k$-th training sample is applied to the input, and $o_i^q$ is the real output value for the $i$-th input when the $k$-th training sample is applied to the input.

As shown in Fig. 7, the first proposed method starts with generating primary habitats that are randomly selected based on the number of defined habitats and MLP NNs. Each MLP NN corresponds to a habitat area, and each weight or threshold corresponds to the species. After the initial step, the mean squared error of each MLP NN is calculated by Eq. (13). In the next step, the rates of immigration, emigration, and mutation are updated by Eqs. (9) and (10). Then, MLP NNs are combined based on immigration and emigration rates. In the next step, according to the mutation rate, each MLP NN is changed. The elite selection is the last step of the first proposed method. At this step, the best MLP NNs are maintained to prevent damage by mutation and evolutionary operators in the next generation. These steps continue until a satisfactory result is achieved.

### 4.2 The Second Proposed Method

In the second proposed method, first, we design the fuzzy system utilizing input and output datasets. Then, future time-series values are predicted by the designed fuzzy system. In other words, the $x(t)$ value is estimated by the $x(t-n+1), x(t-n+2),..., x(t-1)$ values. This is expressed in Eq. (14):

$$\{x(t-n+1),...,x(t-n+1)\} \in \mathbb{R} \rightarrow \{x(t)\} \in \mathbb{R} \hspace{1cm} (14)$$

Figure 9 shows the structure of a fuzzy system. In this design, we have considered four inputs for the fuzzy system. In other words, the values of the Mackey-Glass and Lorenz time series at $t$ depend on their values at $t-4, t-3, t-2$, and $t-1$.

![Figure 9: The fuzzy system structure.](image)

Triangular, trapezoidal, and Gaussian membership functions can be used to design a fuzzy system. Since we want to design fuzzy systems using the gradient decent algorithm, it is not possible to use triangular and trapezoidal functions due to rupture during derivation. Therefore, we have used Gaussian functions to compare the output results of this designed fuzzy system with the results of gradient descent and clustering algorithms. Table 1 represents a summary of the specifications of the designed fuzzy system. The designed fuzzy system is as Eq. (15):

$$f(x) = \frac{\sum_{i=1}^{M} \prod_{j=1}^{d} \exp(-\frac{x_i^t - \bar{x}_{j}^{t}}{\sigma_{j,i}^{2}})^2}{\sum_{i=1}^{M} \prod_{j=1}^{d} \exp(-\frac{x_i^t - \bar{x}_{j}^{t}}{\sigma_{j,i}^{2}})^2} \hspace{1cm} (15)$$

Table 1 Summary of the specifications of the designed fuzzy system.

<table>
<thead>
<tr>
<th>Membership functions</th>
<th>Inference engine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Singleton</td>
<td>Fuzzification</td>
</tr>
<tr>
<td>Center of Area</td>
<td>Defuzzification</td>
</tr>
<tr>
<td>Gaussian</td>
<td>Membership functions</td>
</tr>
<tr>
<td>4</td>
<td>Number of input</td>
</tr>
<tr>
<td>1</td>
<td>Number of output</td>
</tr>
</tbody>
</table>

Since all system inputs and outputs are the same type, we divide each input and output interval into 4
parts. For example, the membership functions of the first input \( x(t-4) \) are shown in Fig. 10. Also, the membership functions of other inputs and outputs are similar to Fig. 10, but the membership functions center will be different. In this case, the maximum number of rules is calculated by Eq. (16):

\[
\text{Rules} = m_1 \times m_2 \times m_3 \times m_4 \times m_5 = 4^5 = 1024
\]  

where \( m \) represents the number of membership functions in each of the inputs and outputs. The final rules are selected by (1) the membership functions with higher membership values for the input-output data, (2) the ranking of rules, and (3) selection of higher-ranking rules (delete rules with the same "if" section and different "then" section). Figure 11 shows a three-dimensional view of the output changes in terms of the changes of the first two inputs.

![Fig. 10 Membership functions related to \( x(t-4) \).](image)

![Fig. 11 The output changes in terms of the changes of the first two inputs.](image)

The design of the fuzzy system ends with the look-up table method, but we utilize the gradient descent algorithm to improve the proposed fuzzy system. In other words, to achieve an optimal structure, the parameters of the membership functions are changed to reduce the prediction error. In Eq. (15), the parameters \( \tilde{x} \), \( \bar{y} \) and \( \sigma \) can be considered as variable parameters, which by changing them, the criterion function of Eq. (17) is minimized and the desired results are achieved.

\[
e = \frac{1}{2}[y - f(x)]
\]

where \( f(x) \) is the estimated value by the fuzzy system and \( y \) is the desired value that we want the fuzzy system to achieve. In other words, our goal is to minimize time prediction error by changing the specifications of Gaussian membership functions. For this purpose, we define the following equations:

\[
z = \prod_{i=1}^{n} \exp(-\frac{(x_i - \bar{x}_i)^2}{\sigma_i^2})
\]  

(18)

\[
a = \sum_{i=1}^{M} \bar{y}_i^* [\bar{z}_i]
\]  

(19)

\[
b = \sum_{i=1}^{M} [\bar{z}_i]
\]  

(20)

\[
f = a/b
\]  

(21)

where \( n \) represents the number of inputs, which here is \( n = 4 \), and \( M \) indicates the number of winning rules, where obtained from the look-up table method. Then, according to the above relations, the values of the variable parameters are updated by Eq. (22):

\[
y^{\alpha}(k+1) = y^{\alpha}(k) - \alpha \frac{\partial \bar{y}(k)}{\partial y^{\alpha}(k)} = y^{\alpha}(k) - \alpha \frac{\partial \bar{y}(k)}{\partial \bar{y}(k)}
\]

\[
\bar{y}^{\beta}(k) = \bar{y}^{\beta}(k) - \beta \frac{\partial \bar{y}(k)}{\partial \bar{y}(k)} = \bar{y}^{\beta}(k) - \beta \frac{\partial \bar{y}(k)}{\partial \bar{y}(k)}
\]

\[
f^{\gamma}(k+1) = n^{\gamma}(k+1) = n^{\gamma}(k) - \gamma \frac{\partial \bar{y}(k)}{\partial n^{\gamma}(k)}
\]

\[
-\gamma \frac{\partial \bar{y}(k)}{\partial \bar{y}(k)}
\]

where \( \alpha \), \( \beta \), and \( \gamma \) are called training coefficient parameters that have a value between zero and one. Also, the value of \( L = 1, 2, \ldots, M \). In this method, in each iteration, the value of the parameters is updated in a specific period according to Eq. (22).

We utilized the look-up table and gradient descent algorithms to design the initial fuzzy system and optimize the membership function parameters, respectively. Now, we use the clustering algorithm to optimize the number of fuzzy rules (\( M \)). As a result, processing speed and system accuracy increase. This method consists of three main steps: (1) In the first step, by using the look-up table the first input and output dataset are selected and then the following equation parameters are updated:

\[
X_i = \bar{x}_i
\]  

(23)

\[
A_i = y_i
\]  

(24)

\[
B_i = 1
\]  

(25)
where \( x^c_1 \) is the first cluster center, \( A^c(1) \) indicates the first rule center, and \( B^c(1) \) represents the number of data in the first cluster.

(2) In the second step, we assumed that, the kth of the input and output data is being processed and before that the number of clusters examined is equal to \( M \) with centers \( x^c_1, x^c_2, ..., x^c_{M-1}, x^c_M \).

Then, the distance between the kth data to all these centers is calculated. We use the Euclidean distance, which is calculated from Eq. (26):

\[
r_k = \sqrt{\sum_{c=1}^{M} (x_k^c - x^c_i)^2}
\]

Then, the \( r_k \) value is compared to a predefined radius. If the \( r_k \) value is greater, a new cluster is formed and Eqs. (23) to (25) are expressed for the new cluster. Otherwise, the cluster with the closest value to k is selected and Eqs. (24) and (25) are updated.

(3) In the third step, the value of k is increased by one unit and the second step is repeated. These steps are repeated until all input and output data are processed. Suppose that after processing all the data, the values of each of the formed clusters are as Eq. (27):

\[
X^L = 1,...,Q
A^L = 1,...,Q
B^L = 1,...,Q
\]

where \( Q \) is the total number of clusters formed.

Finally, the desired fuzzy system is obtained by Eq. (28):

\[
f(x) = \sum_{c=1}^{Q} A^c \prod_{i=1}^{4} \exp\left(-\frac{|x_i^c - x^c_i|}{\sigma}\right)
\]

\[
= \sum_{c=1}^{Q} B^c \prod_{i=1}^{4} \exp\left(-\frac{|x_i^c - x^c_i|}{\sigma}\right)
\]

* Simulation Results

In this section, we compare the proposed methods (BBO and fuzzy system) with genetic, bird or particle swarms, ant colonies, evolutionary strategies, and population-based incremental learning algorithms, and discuss the effectiveness of the proposed methods.

To examine the MLP NN trained by the proposed methods, 2000 data have been extracted from the Mackey-Glass and Lorenz chaotic time series. Also, the free parameters of these systems are based on Eqs. (2) and (4). In this simulation, 80% of this data was used as training data and 20% as testing data. It is worth noting that, explaining the method of training the MLP NN is out of the scope of this article, because these methods have been widely published. So, the readers to obtain more information can refer to these references [24-29].

In evolutionary algorithms and the first proposed method, the initial population is 150, which in the proposed method is equivalent to habitat, the number of generations is 100, and the optimization variable length is 55. In the designed fuzzy system, the number of membership functions is 6, which is based on the look-up table and the gradient descent algorithms. Furthermore, the value of training coefficients in the gradient descent algorithm is considered to be 0.01. The value of the radius for the clustering algorithm is 0.5, which was used in the design of the fuzzy system. It should be noted that these parameters have been obtained with many trials and errors.

In the proposed methods and traditional methods, the accuracy of training and testing of algorithms will be compared with each other. Figure 12 shows the accuracy of NN training by the proposed BBO method for the Mackey-Glass system. Figure 13 depicts the training error rate in terms of the number of samples. In this case, the mean square error is approximately 0.2581. Figures 14 and 15 show the accuracy of NN training and the training error rate by the proposed BBO method for the Lorenz system, respectively. In this case, the mean square error is almost 1.871.
Figure 14 illustrates the accuracy of fuzzy system training by the clustering algorithm for the Mackey-Glass system. In addition, the training error rate for this system is shown in Fig. 17. Furthermore, Figs. 18 and 19 show the accuracy of fuzzy system training and the training error rate by the clustering algorithm for the Lorenz system, respectively.

As mentioned, about 20% of the data is allocated to the test. Figs. 20 to 27 depict the simulation results of the test data in the two proposed methods for the Mackey-Glass and Lorenz chaotic systems, respectively.
In order to compare the first proposed method with other meta-heuristic algorithms, the convergence speed curves over the generations for Mackey-Glass and Lorenz chaotic systems are shown in Figs. 28 and 29, respectively. Table 2 shows a comparison between the proposed method and other algorithms in terms of the accuracy of the training data (TRD) and the testing data (TED) for the Mackey-Glass and Lorenz systems.
Table 2 Comparison between the proposed and other algorithms in terms of the accuracy of the training data and the test data for the Mackey-Glass and Lorenz systems.

<table>
<thead>
<tr>
<th>Method</th>
<th>Mackey-Glass</th>
<th>Lorenz</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSD for TRD</td>
<td>MSD for TED</td>
</tr>
<tr>
<td>GA</td>
<td>0.4178</td>
<td>0.4564</td>
</tr>
<tr>
<td>ACO</td>
<td>0.9940</td>
<td>0.9844</td>
</tr>
<tr>
<td>PSO</td>
<td>0.7550</td>
<td>0.7842</td>
</tr>
<tr>
<td>ES</td>
<td>1.1733</td>
<td>1.1601</td>
</tr>
<tr>
<td>PBIL</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>BBO</td>
<td>0.2581</td>
<td>0.1165</td>
</tr>
<tr>
<td>FS based on LUT</td>
<td>0.0193</td>
<td>0.0321</td>
</tr>
<tr>
<td>FS based on GD</td>
<td>0.0187</td>
<td>0.0255</td>
</tr>
<tr>
<td>FS based on CA</td>
<td>0.0073</td>
<td>0.0201</td>
</tr>
</tbody>
</table>

6 Conclusion

In this paper, in order to predict chaotic time series, the MLP NN was trained by various metaheuristic methods and fuzzy systems. The performance of training is based on three principles: (1) speed, (2) quality, and (3) stability. Higher speed in training allows the system to be used for high-speed applications. A system with high-quality training has fewer final errors so the system is more reliable. Training stability means more samples in the network. As a result, the network learns more and is not trapped in a local minimum. In the first proposed method, we utilized the BBO algorithm, which increased the speed, quality, and stability of training. In the second proposed method, a fuzzy system was designed by the clustering algorithm, which increased the speed, quality, and stability of training. In the second proposed method, a fuzzy system was designed by the clustering algorithm, which had a better training and test accuracy than the first proposed method. The simulation results confirmed that to increase accuracy, this method requires more membership functions. Therefore, the second proposed method is more complex than the first proposed method. In addition, the first and second proposed methods outperform the other mentioned meta-heuristic methods in terms of training and testing accuracy by approximately 28.5%-51%, and 98.5%-91.3%, respectively.
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