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Mixture of Experts for Persian Handwritten Word 
Recognition 
 
 
R. Ebrahimpour*, S. Sarhangi** and F. Sharifizadeh*** 
 
 
 

Abstract: This paper presents the results of Persian handwritten word recognition based on 
Mixture of Experts technique. In the basic form of ME the problem space is automatically 
divided into several subspaces for the experts, and the outputs of experts are combined by a 
gating network. In our proposed model, we used Mixture of Experts Multi Layered 
Perceptrons with Momentum term in the classification Phase. Applying this term makes 
three effects in our system: a) increase convergence rate, b) obtain the optimum 
performance in our system, c) and escape from the local minima on the error surface. We 
produce three different Mixture of Experts structure. Experimental result for proposed 
method show an error rate reduction of 6.42 % compare to the mixture of MLPs experts. 
Comparison with some of the most related methods indicates that the proposed model 
yields excellent recognition rate in handwritten word recognition. 
 
Keywords: Mixture of Experts, Persian Handwritten Word Recognition, Neural Network 
Ensembles, OCR. 

 
 
 
1 Introduction1 
Work on neural networks has been motivated right from 
its inception by the recognition that human brain 
computes in a different way from the conventional 
digital computers. Neural networks represent a multi-
disciplinary subject with roots in the neurosciences, 
mathematics, statistics, physics, computer science, and 
engineering. They are powerful data modeling tools, 
which can capture and represent complex input/output 
relationships [1-3]. 

Developing robust optical character recognition 
(OCR) techniques would be very rewarding in today 
technology. Some of the successful applications are: 
mail sorting, form data entry, bank checking processing, 
etc. A lot of researches in this area are attended as an 
interesting field and it has tangible progress in the 
recognition systems. But these advances are limited to 
English, Chinese and Indian languages [4‐5, 9]. 
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There has been very limited reported research on the 
scripts of Persian languages, although it is usual 
language in Middle East. Recently different feature 
extraction and classification methods applied in the 
Persian handwritten recognition systems [6‐8]. 

The process of handwritten word recognition of any 
script can be broadly broken down into four stages: 
1. Pre‐Processing 
2. Segmentation 
3. Feature extraction 
4. Classification 

Skewness and skeletonizing of the image in 
preprocessing stage simplify the processing of other 
stages. The segmentation stage takes in a page image 
and separates the different logical parts, like text from 
graphics, lines of a paragraph, and characters of a word. 
The feature extraction stage analyzes a text segment and 
selects a set of features that can be used to uniquely 
identify the text segment. The selection of a stable and 
representative set of features is the heart of pattern 
recognition system design. Among the different design 
issues involved in building an OCR system, perhaps the 
most consequential one is the selection of the type and 
set of features. The classification stage is the main 
decision making stage of an OCR system and uses the 
features extracted in the previous stage to identify the 
word according to preset rules. 

However handwritten word recognition problems 
are often too complicated for a single classifier to solve 
it. Thus, the committee machine created, that it is 
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proved which it has more accurate results than a single 
predictor. In other words, to improve the performance in 
classification particularly for complex problems such as 
those involving limited number of patterns, 
high‐dimensional feature sets, and highly overlapped 
classes it is needed to use the ensemble methods [16]. 

S. Günter and H. Bunke in [10] the influence of the 
vocabulary size and the number of training samples on 
the performance of three ensemble methods in the 
context of handwritten word recognition is examined. C. 
C. Tappert et al. had a survey which describes the state 
of the art of online handwriting recognition during a 
period of renewed activity in the field [11]. S. 
Madhvanath and V. Govindaraju attempted to take a 
fresh look at the potential role of the holistic paradigm 
in handwritten word recognition [12]. In [13] the 
authors address some issues relevant to the design of 
serial classifier combinations. 

Now research on Farsi (Persian) scripts is receiving 
increasing attention due to the increasing interest in 
automatic processing of handwritten data. R. 
Safabakhsh and P. Adibi introduces a complete system 
for recognition of Farsi Nastaaligh handwritten words 
using a continuous‐density variable‐duration hidden 
Markov model [14]. H. Soltanzadeh, M. Rahmati 
applied the support vector machines in the classification 
stage of their work [15]. 

Generally there are two main strategies in 
combining classifiers: fusion and selection. In classifier 
fusion, it is supposed that each ensemble member is 
trained on the whole feature space, whereas in classifier 
selection, each member is assigned to learn a part of the 
feature space. This way, in the former strategy, the final 
decision is made by considering the decisions of all 
members, while in the latter strategy, the final decision 
is made by aggregating the decisions of one or a few of 
experts [17, 18]. Combining classifiers based on the 
fusion of outputs of a set of different classifiers have 
been developed as a method for improving the 
recognition performance [19, 20]. Classifier fusion is 
categorized into two classes, trainable and non trainable. 
Trainable fusion methods such as decision templates, 
stack generalization are better than Non trainable fusion 
method like as product, average. R. Ebrahimpour and F. 
Sharifizadeh, used static methods to Persian handwritten 
digit recognition [21]. Classifier selection has not 
attracted as much attention as classifier fusion. 
However, classifier selection is probably the better of 
the two strategies, if trained well [17]. 

In this paper, we propose a new neural 
computational model for Persian handwritten word 
recognition which is essentially based on the so‐called 
mixture of experts (ME) architecture, that originally 
proposed by Jacobs et al. [22] and falls under the 
category of classifier selection. 

Essentially, the idea behind combining classifiers in 
ME is based on the so‐called divide‐andconquer 
principle, according to which a complex computational 

task is solved by dividing it into a number of 
computationally simple tasks and then combining the 
solutions to those tasks [16]. In ME, the problem space 
is divided into several subspaces for the experts, and 
then the outputs of experts are combined by a gating 
network, that is gating network implements competitive 
selection between a numbers of simple homogeneous 
modules (experts). 

Since the original paper on ME [22], a huge number 
of variants of this paradigm have been developed. In the 
conventional ME [16], the expert and gating networks 
were linear classifiers, however, for more complex 
classification tasks, the expert and gating networks 
could be of more complicated types. For instance, 
Ebrahimpour et al. [23] proposes a face detection 
model, in which they use MLPs in forming the gating 
and expert networks to improve the face detection 
accuracy. In [24], authors use MLPs with one hidden 
layer as experts and an RBF network as the gating 
network, for designing compensators for intensity 
modulated radiation therapy. In [25] the idea was 
extended with a hierarchical mixture models. 

Expectation–Maximization (EM) [26] algorithm has 
been introduced to the ME architecture in order that the 
learning process is separated in a way that fits well with 
the modular structure [25‐ 28]. Since the EM algorithm 
learns only the cluster centroids and not intermediary 
points, it will not work well on non linear examples. 

In this study we use a momentum term in training of 
MLP experts in ME, which with using momentum term 
in updating weights process we can obtain the optimum 
performance with more speed. Another benefit of using 
this term is escaping of local minimum on the error 
surface. 

Hereafter we referred this method as a Mixture of 
Multi Layer Perceptrons Experts with Momentum 
constant. This paper is organized as fallows. In Section 
2 we describe proposed feature extraction method. In 
Section 3 we provide a brief description of the Mixture 
of Experts structures with linear and Multilayer 
Perceptrons, MLP, as experts. Section 4, is devoted to 
experimental results. Finally Section 5, concludes and 
summarizes the paper. 
 
2 Feature Extraction Method 

In this section we apply a scale invariant gradient 
based method for Persian handwritten word recognition 
feature extraction. It should be noted that for this 
method first, thinning must be applied on the word 
images. Thinning is the process of reducing thickness of 
samples to just a single pixel. By the thinning method 
shape information of patterns preserved and data size 
reduced [8]. Thinning method removes pixels so that a 
pattern without holes shrinks to a minimally connected 
stroke, and a pattern with holes shrinks to a connected 
ring halfway between each hole and the outer boundary. 
After applying the thinning method, the word images 
are decomposed into a number of separate images 
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4 Proposed Classification Method 
Our proposed model is calculated to achieve robust 

handwritten recognition with the mentioned feature 
extraction, Section 2, and a mixture of MLP experts 
with Momentum term in the classification stage. 

Each expert is a one-hidden-layer MLP, with 
Momentum term , that computes an output vector Oi as 
a function of the input vector x and a sigmoid function 
as the activation function and a set of parameters such 
as weights of hidden and output layer. It is considered 
that each expert specializes in a different area of the 
input space. The gi calculated by gating network to each 
of the experts’ outputs, Oi. The gating network 
determines the gi as a function of the input vector x and 
a set of parameters such as weights of the hidden layer, 
the output layer and a sigmoid function as the activation 
function. The gi can be used in estimating of the prior 
probability that expert i can generate the desired output 
y. The gating network is composed of two layers: the 
first layer is an MLP network, and the second layer is a 
softmax nonlinear operator as the gating network’s 
output. The gating network computes Og, which is the 
output of the MLP layer of the gating network, then 
applies softmax function to get: 

g௜ ൌ
exp ሺ ௚ܱ௜ሻ

∑ exp ሺ ௚ܱ௝ሻN
୨ୀଵ

    , i ൌ 1,2,3 (1) 

So the gi is nonnegative and sum to 1. The final 
mixed output of the entire network is: 
்ܱ ൌ ෍ ௜ܱ݃௜

௜

   , ݅ ൌ 1,2,3    (2) 

The “normalized” exponential transformation of Eq. 
(1) may be viewed as a multi-input generalization of the 
logistic function. It keeps the rank order of its input 
values, and is a differentiable generalization of the 
“winner-takes-all” operation of picking the maximum 
value, so referred to as softmax. The weights of MLPs 
are learned using the back-propagation, BP, algorithm, 
in order to maximize the log likelihood of the training 
data given the parameters. Assuming that the probability 
density associated with each expert is Gaussian with 
identity covariance matrix, MLPs obtain the following 
online learning rules: 
∆W୷ ൌ ηୣh୧ሺݕ െ ௜ܱሻ൫O୧ሺ1 െ O୧ሻ൯Oh୧

T (3) 
Our method of improving the learning rate, and also 

avoiding the peril of instability, is to improve the delta 
rule of Eq. (3) by including a Momentum term: 

∆Wሺnሻ୷ ൌ α∆Wሺn െ 1ሻ୷                      ൅
ηୣhሺnሻ୧ሺݕ െ ܱሺ݊ሻ௜ሻ൫Oሺnሻ୧ሺ1 െ Oሺnሻ୧ሻ൯Ohሺnሻ୧

T     
(4) 

∆Wሺnሻ୷ ൌ α∆Wሺn െ 1ሻ୦ ൅ ηୣhሺnሻ୧Wሺnሻ୷
Tሺݕ െ

ܱሺ݊ሻ௜ሻ൫Oሺnሻ୧ሺ1 െ Oሺnሻ୧ሻ൯ohሺnሻ୧ ሺ1 െ ohሺnሻ୧ሻ   
(5) 

 
∆Wሺnሻ୷୥ ൌ 
α∆Wሺn െ 1ሻ୷୥  ൅ η୥൫݄ሺ݊ሻ െ gሺnሻ൯ ቀOሺnሻ୥൫1 െ

Oሺnሻ୥ሻቁ Ohሺnሻ୥
T

                                             
  

 
 

(6) 

∆Wሺnሻ୦୥ ൌ α∆Wሺn െ 1ሻ୷୥ ൅ η୥Wሺnሻ୷୥
T ሺ݄ሺ݊ሻ െ

gሺnሻሻܱሺ݊ሻ௚൫1 െ ܱሺ݊ሻ௚൯ohሺnሻ୥ ൫1 െ ohሺnሻ୥൯  x୧   
(7) 

The inclusion of Momentum term in the 
back‐propagation algorithm tends to increase speed of 
descent in steady downhill directions and has a 
stabilizing effect in directions that oscillate in sign. The 
incorporation of Momentum term in the 
back‐propagation algorithm represents a minor 
modification to the weight update process, yet it may 
have some useful effects on the learning behavior of the 
algorithm. The Momentum term may also have the 
benefit of preventing the learning process from 
terminating in a shallow local minimum on the error 
surface. Where ηୣand η୥are learning rates for the 
experts and the gating network, respectively, Ohi is the 
output of expert network’s hidden layer, and hi is an 
estimate of the posterior probability that expert i can 
generate the desired output y: 

݄୧ ൌ
௚೔ୣ୶୮ ሺିభ

మሺ௬ିை೔ሻ೅ሺ௬ିை೔ሻሻ

∑ ௚ೕୣ୶୮ ሺିభ
మ൫௬ିைೕ൯೅൫௬ିைೕ൯ሻೕ

  
(8) 

This can be reason of as a softmax function 
computed on the inverse of the sum squared error of 
each expert’s output, smoothed by the gating network’s 
current estimate of the prior probability that the input 
pattern was drawn from expert i's area of specialization. 
As the network’s learning process progresses, the expert 
networks “compete” for each input pattern, while the 
gating network rewards the winner of each competition 
with stronger error feedback signals. Thus, over time, 
the gate partitions the handwritten word space in 
response to the expert’s performance. 
 
5 Experimental Results 
To implement the proposed model, the Iranshahr dataset 
is used. Iranshahr consists of 780 samples of 30 city 
names of Iran. There are 26 handwritten samples for 
each city name, which have written by 26 different 
persons. In these experiments, we have selected 20 
samples for training and 6 samples for testing. So, used 
training set consists of 600 samples and used testing set 
includes 180 samples. All used samples have scanned at 
96 dpi resolution in the gray scale format, before using 
in feature extraction stage. Next, all of them converted 
to the binary format with a constant threshold value. 
Afterward, images centralized in a 184×320 pixels 
frame. Some sample images are shown in Fig. 4. 
 

 
Fig. 4 Samples of city names of Iran from training and test set. 
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Selection is one of the main stages in any type of 
feature extraction technique. Selection is probably the 
most important stage to transform input space into the 
feature space, which must have a good discriminating 
power in classification. In Section 2 we proposed a 
feature extraction method for our experiment. As 
described in the next sections, image we extract a 32 
dimensional feature vector from each image sample. To 
evaluate the performance of the ME method and also to 
exhibit the advantages of using it in recognition of 
handwritten Persian words, we performed several 
experiments. First, we compared it with single MLP and 
Linear ME method. Second, we implemented an 
experiment to use MLP as an experts in ME structure, 
and then, we specified the best structure of ME. Finally, 
we remarked the role of momentum in the learning 
algorithm to increasing the training speed. In the 
proposed approach, the connective weights of single 
MLP classifier are estimated using the back‐propagation 
algorithm. In addition, to set the learning parameters of 
MLP, four fold cross validation are used. Also, the 
learning rate of MLP was 0.1.In MLP structure; we 
utilized different numbers of neurons in the hidden 
layer. As it observed, with more than 45 hidden neurons 
the results has a few variance in recognition rate. 

In attention to the results of using single MLP, it 
must be attended that, because of the complexity of 
Persian handwritten word recognition system, used 
combining methods can demonstrated more accurate 
results with regards to single MLP. We know that, the 
ME is the one of the most famous combination 
algorithms. So, we conducted our experiments based on 
ME method. In the conventional ME used linear 
networks as experts and gating network, but as 
mentioned above, Persian handwritten recognition, is a 
fully complicated problem. Therefore, we must use 
stronger experts in ME structure. Thus, in this work 
MLPs are used in the architecture of ME. 

We performed our experiments using MLP, Mixture 
of Linear Experts, Mixture of MLP Experts, and 
Mixture of Momentum MLP Experts respectively. Each 
experiment was repeated 10 times, using randomly 
picked training and testing sets form Iranshahr dataset. 
By setting the number of proposed method components 
into 32 components, we evaluated the performance of 
Mixture of Momentum MLP Experts, and compared it 
with other networks. To perform a reasonable 
evaluation, we compared our method with a single 
MLPs (Single MLPs has one hidden layer, which is 
trained using the back–propagation algorithm), with the 
mixture model, which consisted of three simple MLPs. 
Experimental results support our claim that three simple 
MLPs in the mixture architecture performs the 
recognition task much better than a single MLPs. To 
conduct a fair comparison, all networks have trained 
and tested on the same training and testing sets. By 
considering the results, it is evident that the 
performance of the Mixture of MLPs Experts with 
Momentum network is superior to that of others. Table 
1 lists the training parameters in detail. The best 
structure, in the terms of recognition rate, for the experts 
and gating network is shown in this table, too. 

To reach the optimal number of neurons in hidden 
layer of experts, we evaluated this task with different 
number of neurons. As shown in Table 2, experts with 
17 neurons in their hidden layer reveal the best 
performance. 

To gain the optimal number of epochs to achieve the 
best recognition rate in both Mixture of MLP Experts 
with Momentum and the conventional Mixture of 
Experts, we repeated the same experiment with different 
epochs in training networks and considered their 
performance. As shown in Fig. 5, Mixture of MLP 
Experts with Momentum needs less epochs to gain its 
best result. 

 
 
Table 1 The details of the training parameters in as well as the recognition rates of the MLP, Mixture of Linear Experts, Mixture of 
MLP Experts and Mixture of MLP Experts with Momentum on the test set. 

 Multi Layer 
Perceptrons  Mixture of 

Linear  Experts  
Mixture of 

MLP     
Experts 

 
Mixture of  MLP 

Experts with 
Momentum 

Topology 32:45:30  3 linear Experts  

Experts: 
32:17:30 
Gating:   
32:9:30 

 

 
Experts:    32:17:30 
Gating:      32:9:30 
 

Learning rate 0.1  Experts:0.19  Experts:0.19 
Gating:0.09  

Experts:          0.19 
Gating:  0.09 
Momentum:     0.6 

Max Percentage 86.34  88.33  90.5  91.11 
 
Table 2 Recognition rates of different topologies of the Mixture of Experts. 

No. of hidden neurons of gating network                                   
No. of hidden neurons of experts 

 710  814  917  12  19  1621 

Recognition Rate (%)  Mixture of linear Experts   82.11  86.23  88.33  89.1  87.23 
Mixture of MLP Experts  82.95  87.58  90.5  88.51  87.5 
Mixture of MLP Experts with Momentum  83.32  87.95  91.11  89.3  88.33 
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In other words, it is faster in comparison with the 
same network which is trained without Momentum 
term. An important issue in combining classifiers is the 
diversity of classifiers in learning the input data. When 
base classifiers of an ensemble are diverse, i.e. they 
learn different areas of the input space; they obtain 
specialization on a specific area of the input space and 
consequently have fewer errors on those areas. 

This way, combining the outputs of classifiers that 
are perfectly divers, improves the overall performance 
of the ensemble. To have diverse classifiers, the training 
procedure can be affected by input representation of 
patterns, training samples, learning procedure and 
supervision strategy, on which correlation reduction 
techniques is based. To see how the errors are 
distributed over classes, which shows the level of 
classifiers diversity, we form a confusion matrix using 
the testing data set. A confusion matrix [30] contains 
information about actual and predicted classifications 
done by a classification system. 

Performance of such systems is commonly evaluated 
using the data in the matrix. Fig. 6 illustrates a graphic 
representation of the confusion matrices of each expert 
of a ME, along with the overall performance of the 
whole ME network. Note that off-diagonal marks on 
each figure show misclassified images; therefore a 
denser left diagonal represents less mistakes. 
Considering Fig. 6(d), the role of combining experts in a 
ME framework is demonstrated by improved 
recognition rate, which is the result of combining the 
correct recognition of each expert. 

 
6 Conclusion 

This paper presented the use of a modified ME 
structure to improve handwritten word recognition. Our 
ME is composed of three modified local experts and 
gating network, which were MPLs with a Momentum 
term used in the training process. Our proposed ME was 
trained, cross validated and tested on the Iranshahr 
dataset. The recognition rates achieved by the modified 
ME turned out to be higher than that of a single MLPs 
and conventional ME models with linear networks as 
their experts and gating networks, and also those with 
MLPs experts trained without the momentum term. 
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