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Abstract: This paper presents a novel implementation of an electromagnetically coupled patch antenna using air gap filled substrates to achieve the maximum bandwidth. We also propose an efficient modeling technique using the FDTD method which can substantially reduce the simulation cost for modeling the structure. The simulated results have been compared with measurement to show the broadband behavior of the antenna and the accuracy of the proposed modeling technique. The measured results show a 16% of VSWR<2 bandwidth which is considerable considering the inherent bandwidth limitations in microstrip antenna technology.
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1 Introduction
Achieving broadband behavior in microstrip antennas has always been challenging. Literature approves successful implementation of different broadbanding techniques such as multilayer stacked patches or air filled substrate. In the method of air gap filled substrates an air gap is added to the substrate to reduce the dielectric constant of the feeding substrate [1]. This consequently reduces the quality factor and increases the bandwidth. The proposed antenna structure considered in this paper is based on the combined these two broadbanding techniques to achieve the maximum bandwidth. The structure is an electromagnetically coupled patch antenna in which a thin air gap has been added beneath the feeding substrate to achieve the maximum bandwidth. Electromagnetically coupled patch (EMCP) antenna was first introduced by Sabban in 1983 [2, 3]. The antenna is based on dual-layer stacked patches and because of its broadband behavior together with easy manufactured structure it has been under careful investigations until recently [4]-[10]. For example, Lee et. al. [4]-[6] experimented the effects of the parasitic patch sizes, dielectric superstartes and the distance between the patches on the behavior of the antenna very carefully. Our numerical method to analysis the proposed antenna structure is finite-difference time-domain (FDTD) and since the thickness of the air gap is very thinner than the substrate the conventional FDTD girding can result to very small FDTD cells and consequently increases the computational burden. To overcome this problem, we apply an efficient sub-cell modeling technique based on Maloney-Smith technique of thin dielectric sheets [11] to accurately simulate the antenna characteristics with acceptable computational burden. The simulated results have been compared with measured results to both show the broadband behavior and the effectiveness of the proposed modeling technique in FDTD.

2 The Antenna Structure
The conventional 3D view of the antenna structure is shown in Fig 1. The antenna is consisted of two patches placed in front of each other and separated with a spacer with dielectric constant of unity, e.g. a foam spacer. To have a better understanding, a cross sectional view of the antenna structure inside the FDTD space is shown in Fig. 2. The patches are etched on a substrate with the dielectric constant of 3.38, loss-tangent of 0.0027, and thickness of 0.81mm. Another substrate with the same specifications is glued to the fed-patch to result in the total thickness of 1.75mm. The gap between these two substrates is considered as a thin air layer. Using this technique we both provide the appropriate thickness for the feeding substrate in the designed frequency and also reduce the effective dielectric constant of the feeding substrate. Reducing the effective dielectric constant reduces the quality factor and consequently increases the bandwidth.

The dimensions of the fed patch are Lx=64mm and Ly=68mm, and the dimensions of the upper patch are Lx=72mm and Ly=72mm. The feed point is at x=10mm.
and \( y=4 \) mm from the corner of the fed patch. The space between these patches is filled with a layer of foam spacer with the dielectric constant of unity \( (\varepsilon_r=1) \) which is considered as a varying thickness. Comparing the patch size the ground plane is finite and it is about 100 mm \( \times \) 100 mm. These dimensions are obtained using a moment method based commercial software (Microwave Office 2000) [12].

3 FDTD Simulation Space

A box of 90 \( \times \) 90 \( \times \) 60 cells is used as the FDTD space. The normal dimensions of the computational cells are chosen as \( \Delta x=\Delta y=2 \) mm, \( \Delta z=1.62 \) mm which are calculated using (1a). To achieve a better resolution near the feed-point and also near the dielectric layers, the graded mesh is applied. The cell dimensions for graded mesh are set in a way that the dimensions of each cell are not smaller than half of its adjacent cells. For example, for a one dimensional space the length of the ith cell should be between the following ranges

\[
0.5\Delta_{l_{ini}} \leq \Delta_i \leq 2\Delta_{l_{ini}}
\]

[13]. A 3D view of simulation space and its graded mesh is shown in Fig. 3. The Courant-stability condition which is given by (1b) resulted in \( \Delta t=3.2 \times 10^{-12} \).

\[
\Delta x, \Delta y, \Delta y < 1/10\lambda_o \quad (1a)
\]

\[
\Delta t < \frac{1}{C_0 \sqrt{\frac{1}{\min(\Delta x)^2} + \frac{1}{\min(\Delta y)^2} + \frac{1}{\min(\Delta z)^2}}} \quad (1b)
\]

The absorbing boundary condition (ABC) which is used to minimize the reflected wave from the outer boundary is uniaxial perfectly matched layer (UPML) [13, 14]. The thickness of the UPML is 12 cells and \( R(0)=e^{-16} \), which is the maximum reflection from the outer boundary. \( \sigma_{x,max} = \sigma_{y,max} = 3.77 \) S/m, \( \sigma_{z,max} = 5 \) S/m are calculated using (2) for x-directed axis.

\[
R(0) = e^{-2\eta(d+\frac{\theta}{m+1})}\quad (2a)
\]

\[
\sigma_{x,max} = \frac{-(m+1)\ln[R(0)]}{2\eta d} \quad (2b)
\]

\[
m = 3.75, d = 12 \times \Delta x \quad (2c)
\]

\[
k_{x,max} = k_{y,max} = k_{z,max} = 20 \quad (2d)
\]
Polynomial grading functions, as shown in (3) for x-directed axis, are used for grading the UPML. That means further going inside the boundary layers the losses will increase exponentially [13].

\[
\sigma_m(x) = (x/d)^m \sigma_{x,\text{max}} \\
k_m(x) = 1 + (k_{x,\text{max}} - 1)(x/d)^n
\]  

(3a) \hspace{1cm} (3b)

To reduce the computational burden an infinite ground plane is chosen to truncate the bottom side of the simulation space as shown in Fig. 2.

4 Coaxial Probe-Fed Model

The coaxial fed model and its specifications are shown in Fig. 4. The accuracy of input impedance depends on the level of discretization used in FDTD method as shown in Fig. 5 [15]. The coaxial probe fed consisted of an inner conductor with diameter of 1mm and an outer conductor with diameter of 5mm. For satisfying the intrinsic impedance of \(Z_0=50\Omega\) the space between these two conductors is filled with dielectric constant of \(\varepsilon_r=3.73\).

The excitation signal is a Gaussian pulse modulated by a sinusoidal signal as given by

\[
V_{\text{exc}}(n\Delta t) = e^{-\delta(n\Delta t-t_0)} \times \sin(\omega_s(n\Delta t-t_0))
\]

\(t_0 = 4.6545 \times 10^{-9}, \delta = 10^9, \omega_s = 3\pi \times 10^9\)  

(4)

Here, \(\delta\) is set to provide the desired frequency band for the simulation. \(t_0\) must be chosen in a way that the casualty of the input signal be preserved. The excitation points shown in Fig. 5 are all excited simultaneously. The relationship between the excitation voltage and the excited electrical field is according to

\[
V_{\text{exc}}(n\Delta t) = -E_x^0(i,j,k,z) \Delta z
\]  

(5)

Input current is computed based on the quantization of Ampere’s law which is integrated on a closed path very close to the inner conductor of the coaxial probe as the dashed line shows in Fig. 5. Input voltage is calculated according to the line integration of electric field at the coax to antenna transition.

The updating equations at the FDTD cell containing the thin air gap are based on a sub-cell modeling technique developed by Maloney and Smith [11]. In this method the normal component of the electric field is split into two separate components because of the discontinuity that occurs at the interface of the thin air gap with the substrate. These two components are updated using two separate FDTD updating equations. The other updating equations are updated considering this discontinuity and applying the average values of \(\varepsilon\) and \(\sigma\) instead of the values assessed by the dielectric substrate. The detail formulation of this technique can be found in [11] and [13].
Fig. 4 Coaxial probe fed model. $\Delta Z_1$ corresponds to thin air gap.

$$a = 0.5\text{mm}, b = 2.5\text{mm}, h_1 = 1.75\text{mm}, h_2 = 4\text{mm}, \Delta Z_1 = 0.61\text{mm}, \Delta Z_2 = 0.53\text{mm}, \Delta Z_3 = 0.61\text{mm}, \Delta Z_4 = 0.13\text{mm},$$

$$\Delta \rho_1 = 0.5\text{mm}, \Delta \rho_2 = 0.25\text{mm}$$

Fig. 5 Discretization of inner conductor of coaxial probe.

### 5 FDTD Simulation Results and Comparison with Measurements

Fig. 6 shows the measured VSWR for $d=22\text{mm}$. The bandwidth of VSWR<2 is about 16% at the center frequency of 1.36GHz. In the FDTD simulation, input impedance is calculated using (6).

$$Z_u(\omega) = \frac{V_u(\omega)}{I_u(\omega)}$$ (6)

Fig. 7 and Fig. 8 show the measured and simulated real and imaginary parts of input impedance when $d=18\text{mm}$. A good similarity can be observed between the measured results and simulated results. As it is discussed in [15], if the discretization is smaller a better accuracy can be achieved. However, smaller cells cause more time consuming simulation.

### 6 Far Field Radiation Patterns

For calculating the far field, a time domain near to far field transformation is applied [13]. The far field components are calculated from the equivalent electric
and magnetic currents on the surface defined on the second layer inside the absorbing boundary layer as shown in Fig. 2 that means: calculating \( \mathbf{J}_1 = \mathbf{n} \times \mathbf{H}_1 \), \( \mathbf{M}_1 = -\mathbf{n} \times \mathbf{E}_1 \), where \( \mathbf{n} \) is the outward unit normal vector and \( \mathbf{H}_1, \mathbf{E}_1 \) are the magnetic and electric fields on the surface. \( \Delta \theta = \pi/10 \) and the total points to cover \( 0^\circ \leq \theta \leq 180^\circ \) are 11 points in each of \( \phi = 90^\circ, \phi = 0^\circ \) planes. Smaller values of \( \Delta \theta \) can give better resolution for radiated pattern. However, this makes the simulation more time consuming. Figs. 9 and 10 show the measured and simulated patterns at \( \phi = 90^\circ, \phi = 0^\circ \) respectively.

Fig. 6 VSWR versus frequency at d=22mm.

Fig. 7 Real part of input impedance at d=18mm.
Fig. 8 Imaginary part of input impedance at d=18mm.

Fig. 9 Normalized Radiation pattern at $\phi = 90^\circ$ measurement at 1.3GHz and simulation pattern at 1.23GHz. The difference is because of the difference in simulated resonance frequency and the measured one.
It should be noted that since there is a difference between the resonance frequency obtained in measurement and the one obtained by FDTD, the patterns are not shown at the same frequency. However, since the antenna is a microstrip type antenna it is expected that radiation won’t changes dramatically by frequency. The measured beam-widths are about 110°, 75° at $\phi = 90°$, $\phi = 0°$ planes respectively. The measured front to back lobe ratio is -12dB and -11dB at $\phi = 90°$, $\phi = 0°$ respectively. The simulated front to back lobe is relatively larger than the measured one and this is in accordance with the results obtained in [10]. The reason for this may be because of outer boundary reflection. The measured back lobe is relatively larger than what is obtained in single patch radiator. As discussed in [10], in this antenna the electromagnetic field from the fed patch reflects at the parasitic patch and the standing wave occurs between the fed patch and the parasitic patch. Since the reflected field at the parasitic patch radiates backward, the back lobe level increases.

7 Conclusion
A novel implementation of electromagnetically coupled patch antenna using air gap filled substrate has been studied with the aid of FDTD method. The thin air gap has been modeled using Maloney-Smith sub-cell modeling technique for thin material sheets to avoid time consuming simulation. The comparison of the measured input impedance with the simulated results based on FDTD approves the accuracy of the model. The measured bandwidth of the antenna at 1.36GHz is about 16% which is a broadband behavior considering the inherent bandwidth limitations in microstrip antennas. The input impedance shows that the broadband behavior is the result of simultaneous excitation of two modes which have almost the same resonance frequency [16]. A near to far field transformation has been applied to obtain the far field patterns. A good similarity between the measured beamwidths and simulated beamwidths has been observed but the simulated front to back lobe ratio is relatively larger than the measured values and this may be due to the outer boundary reflection. The beamwidths are about 110° and 75° and the measured front to back lobe ratio is -11dB and -12dB at $\phi = 90°$, $\phi = 0°$ respectively. Although the finite ground plane has some effects on the measured large back lobe level, the main reason for that, as discussed in [10], is the reflected wave from the parasitic patch.

Fig. 10 Normalized Radiation pattern at $\phi = 0°$ measurement at 1.3GHz and simulation pattern at 1.23GHz. The difference is because of the difference in simulated resonance frequency and the measured one.
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