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Residential Electricity Customers Classification Using 

Multilayer Perceptron Neural Network 

P. Asghari* and A. Zakariazadeh*(C.A.) 

Abstract: This paper proposes a novel approach to analyzing and managing electricity 

consumption using a clustering algorithm and a high-accuracy classifier for smart meter data. 

The proposed method utilizes a multilayer perceptron neural network classifier optimized by an 

Imperialist Competitive Algorithm (ICA) called ICA-optimized MLP, and a CD Index based on 

Fuzzy c-means to optimally determine representative load curves. A case study involving a real 

dataset of residential smart meters is conducted to validate the effectiveness of the proposed 

method, and the results demonstrate that the ICA-optimized MLP method achieves an accuracy 

of 98.62%, outperforming other classification methods. This approach has the potential to 

improve energy efficiency and reduce costs in the power system, making it a promising solution 

for analyzing and managing electricity consumption. 

Keywords: Smart Meter; Fuzzy C-Means; MLP Neural Network; ICA Algorithm; Residential 

Electricity Customers. 

 

 Nomenclature 
Acronym  

 ANN Artificial Neural Network 

CD Name of an index determining the 

Distance between two Clusters 

FCM Fuzzy c-means  

ICA Imperialist Competitive Algorithm 

RPROP Resilient back-propagation 

MLP Multilayer perceptron 

Variables and parameters 

𝑥0 Un-preprocessed data in a user’s load 

profile 

𝑥 Normalized data in a user’s load profile 

𝑥𝑚𝑖𝑛 Minimum value in a user’s load profile 

𝑥𝑚𝑎𝑥 Maximum value in a user’s load profile 

𝑑𝑖𝑠𝑚𝑎𝑥 Maximum distance between the centers 

of clusters 

𝑑𝑖𝑠𝑚𝑖𝑛 Minimum distance between the centers 

of clusters 

𝑑𝑖𝑠(. ) Euclidean distance function 

𝑐(𝑞) Center of 𝑞th cluster 
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𝑐(𝑙) Center of 𝑙th cluster 

𝑞 𝑞th cluster 

𝑙 𝑙th cluster 

NC Number of clusters 

‖. ‖ Norm-2 

𝑁𝑂 Number of objects 

𝑥𝒿 𝒿th object 

𝑈 Partition matrix 

𝜇𝑙𝒿 Membership degree of object 𝑥𝒿 in 

cluster 𝐶(𝑙) 

𝐶𝑙 𝑙th cluster 

𝐽𝑐  Objective function of FCM clustering 

algorithm 
Μ Fuzzifier parameter 

𝑁𝑂𝐶𝑙 Number of objects in cluster 𝐶𝑙 

𝑟 Number of clusters 

ℎ𝑘 𝑘th input node in hidden layer 

𝑛 𝑛th node in the hidden layer 

𝑚 𝑚th node in the input layer 

𝑖 Number of nodes in hidden nodes 

𝑤𝑚𝑛 Connection weight between 𝑚th input 

node and 𝑛th hidden node 

𝑋𝑖 𝑖th node in the input layer 

𝜃𝑛 The bias of 𝑛th node in the hidden layer 

𝐻𝑘   𝑘th node in the hidden layer 

Sigmoid(.) Transfer function 

𝑌𝑗 𝑗th node in the output layer 

𝑦𝑗 𝑗th input node in the output layer 
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𝑎 𝑎th node in the input layer 

𝑏 𝑏th node in the output layer 

𝑤𝑎𝑏 Connection weight between 𝑎th input 

node and 𝑏th output node 

�́�𝑏 The bias of 𝑏th node in the output layer 

𝑗 Number of nodes in the output layer 

𝑇𝐷𝑆 Training Data Set 

�⃗�(𝑝)  𝑝th desired output pattern 

�⃗� Input pattern 

�⃗⃗⃗� Weight vector 

𝑒 Error 

𝐸 Cost Function 

∆𝑖𝑗 Weight changes 

𝜂+&𝜂− Update Factor 

𝛼 A random variable by a uniform 

distribution 

𝛽 A number greater than 1 

𝑆 The distance between colony and 

imperialist 

𝑈(. ) Uniform distribution 

𝛿(. ) Derivative Function 

𝐹1(. ) Griwank Function 

𝐹2(. ) Rastrigin Function 

𝐹3(. ) Rosenbrock Function 

𝐷 Dimension 

𝜒 Optimal solution 
 

1 Introduction 

ROBLEMS of energy shortage, environmental 

pollution, and increasing demand for electricity have 

been challenged in the power grid. The smart grid can 

discover solutions for traditional power system failures 

through external energy sources for instance wind, solar, 

and other clean energy systems. It can be made a more 

sustainable, reliable, effective, and secure system for 

customers [1-2]. Smart meters have been known as the 

tools of Advanced Metering Infrastructure (AMI) 

through the improvement of smart grids and it has been 

very popular around the world [3]. Massive load data 

describing power consumption patterns has been 

generated because smart meters measure every 15-

minute, 30-minute, or 1-hour time intervals. For 

example, in China, the annual volume of electricity 

measurement data gathered from smart meters will reach 

117 Terabytes [4]. Also, when the data is collected from 

1 million smart meters every 15 minutes, 35.04 billion 

records are achieved with a volume of 2920 terabytes of 

data [5]. On the other hand, the traditional approach isn’t 

suitable for analyzing a large volume of electricity 

consumption data. So, data mining methods would be a 

proper strategy to extract hidden information from the 

big data of smart meter readings. Typical load data 

mining techniques consist of association rules, 

classification, prediction, and clustering [6]. In [7], for 

example, an architecture for big data analytics of smart 

meters aiming at performing data storage, query, 

analysis, and visualization tasks on large smart meter 

data sets has been presented. 

      In [8], a medium voltage customer characterization 

method supported by knowledge discovery in the 

database has been presented. The method identified 

typical load profiles of medium voltage consumers. 

Also, an automatic classification of new consumers 

based on a rule set has been developed. In [9], a 

clustering method aiming at grouping different types of 

factories based on their electricity consumption patterns 

has been proposed. In order to estimate the number of 

clusters, data imagining has been implemented and the 

k-means algorithm was used on pre-processing data to 

create separation. In [10], a finite mixture of model-

based clustering has been presented to better understand 

the peak demand and customers’ behavior. Ten distinct 

groups were offered based on customers’ demand and 

their behavior. Finally, an existing bootstrap technique 

has been employed to show that the clustering is 

trustworthy. In [11], a developed k-means algorithm to 

cluster residential load profiles was proposed. The 

method defined the link between the clustering ratio and 

the division time window. In [12], a method to estimate 

load profiles based on the k-means algorithm has been 

presented. The algorithm estimated lost and future 

measurements by employing earlier cluster centers and 

distance functions such as Canberra, Manhattan, 

Euclidean, and Pearson correlation distances. In [13], a 

classification method for household usage and activities 

by using residential smart meter data has been 

developed. Common household electrical utilization 

from a characteristic household smart meter 

measurement can be recognized by applying a deep 

learning methodology based on multilayer, feedforward 

neural networks. Clustering algorithms to recognize 

customer clusters for analysis in a business environment 

have been presented in [14]. In [15], a clustering method 

focusing on improving load forecasting has been 

presented. Before performing load forecasting, 

customers with similar load consumption patterns have 

been categorized into the same group. By using time-

series energy consumption data, a method for 

categorizing buildings and conducting energy 

benchmarking has been presented in [16]. The 

framework was based on 3-step k-means clustering and 

was tested on a dataset of 81 buildings in Singapore. 

       Feature engineering and data-driven classification 

models are at the forefront of the analysis of large 

temporal sensor data from the built environment [17]. 

Several studies have extended the understanding of 

classification methods for electricity consumers. In [18], 

a multi-label classification method for non-intrusive load 

monitoring has been presented. By modifying the 

popular sparse representation-based classification 

technique, the method has solved multi-label 

classification problems. In [19], five pre-screening 

P 
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analysis methods for those who tend to carry out energy 

savings through home automation devices have been 

proposed. The methods used interval energy 

consumption data aiming at better characterizing 

building energy consumption for residential customers. 

In [20], a model to evaluate the importance of several 

variables on commercial office building electricity usage 

has been presented. To provide demand impact profiles, 

smart meter data, as well as information on installed 

equipment, has been used. In [21], a method for 

identifying customers with photovoltaic units using net 

energy consumption data of smart meters has been 

presented. The method has implemented k-means and 

neural network-based techniques on real consumption 

data. 

      In [22], a classification approach based on the k-

means algorithm for daily load profiles of nonresidential 

buildings has been presented. Also, the results have been 

validated using three other methods time-series features 

extraction, dynamic time warping, and raw time series. 

In [23], a characteristics identification technique based 

on federated learning for electricity consumers has been 

presented. To this end, features have been extracted from 

smart meter data using principal component analysis 

where an artificial neural network has been implemented 

to link between electricity consumption patterns and 

other social characteristics of customers. Four multi-

label classification algorithms including k-nearest 

neighbors, radial basis function networks, 

backpropagation networks, and support vector machines 

for household appliance disaggregation and non-

intrusive load monitoring have been investigated in [24]. 

The results showed that multi-label k-nearest neighbors 

outperformed existing methods. In [25], the K-means 

algorithm has been applied to energy meter data of 

homes aiming at grouping similar heating daily profiles. 

Then, logistic regression and random forest as 

classification algorithms have been implemented to 

predict the heating consumption level. 

      The classification techniques have been widely 

implemented in power system problems. The deep 

neural network to identify and classify power system 

events by using measurements of phasor measurement 

units [26], binary classification method to identify the 

characteristics of residential customers in a time of use 

tariff [27], and multi-layered deep neural network for 

real-time event classification in power grids with 

renewable generation [28] are some of the applications.  

      Although various classification methods have been 

used for smart meter data so far, achieving a reliable 

algorithm with high accuracy is still of particular 

importance. One way to increase the accuracy of 

classification algorithms is to combine them with 

optimization methods. In this paper, using the imperialist 

competitive optimization algorithm, the multilayer 

perceptron neural network classification method is 

upgraded and its accuracy in implementation on smart 

meter data is increased. To the best of our knowledge, no 

smart meter data classification approach using a 

multilayer-perceptron neural network has been reported 

in the literature. Accordingly, the contributions of the 

present paper are summarized as follows: 

 The application of the CD index-based fuzzy c-

means clustering algorithm has been assessed 

on electricity consumption data. 

 An optimized multilayer perceptron neural 

network has been applied to classify residential 

customers. 

 Resilient back-propagation (RPROP) algorithm 

has been used to train MLP which has fast 

convergence and minimal storage requirements. 

 Imperialist competitive algorithm (ICA) has 

been used to optimally determine the number of 

hidden layers and the number of neurons in 

each hidden layer of a Multilayer Perceptron 

(MLP) neural network 

 As the application of the proposed method, 

assigning new or unknown customers to its 

related cluster method has been investigated. 

      The rest of the paper is organized as follows: Section 

2 formulates the proposed method for electrical 

customers’ characterization and classification. Some 

simulation results are described in Section 3, and finally 

concluding remarks and future works are presented in 

Section 4. 

2 Proposed Methodology 

      The electricity consumption data has been 

periodically collected from smart meters. The data has 

been gathered in the meter data management system 

[29]. To conduct electricity customers’ characterization, 

the combination of unsupervised (clustering technique) 

and supervised (classification) learning methods is 

required. As the quality of raw data directly affects the 

quality of final decisions, an initial data pre-processing 

step is essential. Fig. 1 shows the procedure of the 

proposed methodology and the details are described in 

the following subsections. 
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Read residential smart 
meter data from data base

Data preprocessing:
Missing data imputation & standardization of each load data 

Adaptively find the optimal clustering 
number by  CD index

Clustering result and its visualization

Clustering based on             
Fuzzy c-means 

algorithm

ICA optimized MLP neural network

Classification stage

Clustering stage

 
Fig. 1 Flowchart of the proposed method. 

 

2.1 Load Profile Normalization 

      Due to analyzing and checking for missing values 

in all data, the pre-processing level is requested. As a 

result, in this paper, min-max normalization [30] has 

been employed. The formulation of this method is 

given as follows: 

𝑥 =
𝑥 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
 

(1) 

where x and 𝑥0 are un-preprocessed and normalized 

data in a user’s load profile, respectively; 𝑥𝑚𝑎𝑥 is the 

maximum value in a user’s load profile; and 𝑥𝑚𝑖𝑛 is 

the minimum value in a user’s load profile. By using 

this approach, the value of all normalized data will be 

linearly between [0, 1]. In this way, smart meter raw 

data has been pre-processed and is ready to use. 

2.2 Fuzzy C-Means (FCM) Clustering Algorithm 

       Clustering is an unsupervised technique used for 

data mining to discover significant patterns within 

datasets [31]. Currently, there is no definitive answer 

as to which clustering method is superior. However, 

by analyzing a particular database, we can determine 

which clustering algorithm produces favorable 

outcomes for our purposes. In this paper, Fuzzy c-

means (FCM) methodology has been used to group 

load profiles into several clusters. In FCM, each data 

point of the data set can be related to more than one 

cluster [32]. The mathematical description of FCM is 

as follows. Let’s assume that 𝑥1, 𝑥2, … , 𝑥𝑛 as a 

dataset, 𝑐1, 𝑐2, … , 𝑐𝑁𝐶 as centers of clusters, 𝑈 =
[𝜇𝑙𝒿]𝑁𝐶×𝑁𝑂    (𝑙 = 1, … , 𝑁𝐶) 𝒿 = (1, … . , 𝑁𝑂) is the 

partition matrix, where 𝜇𝑙𝒿 represents the membership 

degree of object 𝑥 𝒿 in cluster 𝑐𝑙. In fuzzy clustering, 

an object belongs to the cluster when the object has 

the maximum value of membership degree. The 

membership degree, 𝜇𝑙𝑗 is given as follows: 

 

𝜇𝑙𝒿 ∈ [0,1]                              (2) 

0 < ∑ 𝜇𝑙𝒿

𝑁𝑂

𝒿=1

< 𝑁𝑂            ∀𝑙

= 1, … , 𝑁𝐶 

                             

                             (3) 

∑ 𝜇𝑙𝒿 = 1

𝑁𝐶

𝑙=1

      ∀𝒿

= 1, … , 𝑁𝑂      

                               

                              (4) 

∑ ∑ 𝜇𝑙𝒿 = 𝑁𝑂

𝑁𝑂

𝒿=1

𝑁𝐶

𝑙=1

 

                               

                              (5) 

      The objective function of the FCM clustering 

algorithm is defined by: 
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𝐽𝑐 = ∑ ∑ 𝜇𝑙𝒿
𝑚‖𝑥𝒿 − 𝑣𝑙‖

2
𝑁𝑂

𝒿=1

𝑁𝐶

𝑙=1

 

                          

                          (6) 

𝑐𝑙 = 1 𝑁𝑂𝐶𝑙⁄ ∑ 𝑥𝒿
𝑥𝒿∈𝐶𝑙

 
                          (7) 

where 𝑐𝑙 and 𝑁𝑂𝐶𝑙 represent the center of cluster 𝐶𝑙 

and the number of objects in cluster 𝐶𝑙 respectively. 

M is the fuzzifier parameter. ‖. ‖ points to the 

Euclidean distance between object 𝑥𝒿and cluster 

center 𝑐𝑙. 

      FCM updates the membership degree 𝜇𝑙𝒿 and 

center of cluster 𝐶𝑙 iteratively as follows: 

𝜇𝑙𝒿 = 1 ∑(𝑑𝑙𝒿 𝑑𝑟𝒿⁄ )
2

𝑚−1

𝑁𝐶

𝑟=1

⁄  

 

        (8) 

𝑐𝑙 = ∑ 𝜇𝑙𝒿
𝑚𝑥𝒿

𝑁𝑂

𝒿=1

∑ 𝜇𝑙𝒿
𝑚

𝑁𝑂

𝒿=1

⁄  

 

        (9) 

      The M as the fuzzifier parameter can be optimally 

determined by a Genetic Algorithm [33] and a basic 

structure that illustrates how a genetic algorithm can 

be used to optimize the fuzzifier parameter in a fuzzy 

clustering algorithm is presented as follows: 

1.  Define the fitness function: The fitness function 

should evaluate the quality of the clustering results 

based on a measure. 

2. Initialize the population: Create an initial 

population of candidate solutions (values of M) 

randomly.  

3.  Evaluate fitness: Evaluate the fitness of each 

candidate solution using the fitness function. 

4. Selection: Select the fittest individuals to be 

parents for the next generation.  

5. Crossover and mutation: Breed the selected 

individuals to produce offspring with desirable traits. 

The offspring inherit traits from their parents, and 

mutation is introduced to maintain diversity in the 

population.  

6.   Evaluate the fitness of offspring: Evaluate the 

fitness of the offspring using the fitness function.  

7.  Selection: Select the fittest individuals (parents 

and offspring) to be parents for the next generation.  

8. Repeat steps 5-7: Repeat steps 5-7 until 

convergence is reached (e.g., the fitness function no 

longer improves or a maximum number of iterations 

is reached). Return the best solution: The best 

solution is the candidate solution with the highest 

fitness value. 

 2.2.1 CD Index 

      To address the challenge of manually specifying 

the number of clusters in FCM, the CD index has 

been introduced as a means of determining the 

optimal number of clusters. The CD index is used to 

identify the most appropriate number of clusters for 

FCM, taking into account the characteristics of the 

dataset being analyzed. The CD index measures the 

distance between the two clusters [34]. CD index is 

computed as given as follows: 

𝐶𝐷 =
𝑑𝑖𝑠𝑚𝑎𝑥

𝑑𝑖𝑠𝑚𝑖𝑛
∑ (∑ 𝑑𝑖𝑠(𝑐(𝑞), 𝑐(𝑙))

𝑁𝐶

𝑙=1

)

−1𝑁𝐶

𝑞=1

 

 

(10) 

where 𝑑𝑖𝑠𝑚𝑎𝑥 and 𝑑𝑖𝑠𝑚𝑖𝑛 point to the maximum and 

minimum distances between the cluster centers, 

respectively. A high value of this index represents the 

best partitions. 

      The flowchart of the fuzzy c-means clustering 

algorithm based on the CD index has been presented 

in Fig. 2. 

 

Run FCM algorithm

Calculate CD index of the 
clusters CD(k)

Update k=k+1

Run FCM algorithm

Judge if k>kmax

Calculate CD index of the 
clusters, CD(k)

STOP:
Output the optimal number of the 

clusters by kmax

START: Set kmin, 
Input the dataset

YES

NO

 
Fig. 2 Flowchart of the Fuzzy c-means clustering based on 

CD index. 

2.3 The proposed classification algorithm 

      Classification is a supervised data mining 

technique that is implemented to train a target 

function aiming at mapping an attribute set to a 

predefined class label. One application of 

classification methods is to model smart meter data 

for assigning new or unknown consumers into 

existing customer classes. In this paper, the Multi-
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Layer Perceptron (MLP) neural network [35] is 

recommended as a classifier in which the parameter 

corresponding to the MLP is optimally determined by 

the Imperialist Competitive Algorithm (ICA) [36]. 

Here, the classifier, optimization algorithm, and 

proposed classification algorithm are briefly 

described, respectively.  

 2.3.1 The proposed classification 

algorithm 

      Multi-Layer Perceptron (MLP) is one of the feed-

forward neural networks that have one or more 

hidden layers. MLP neural network method consists 

of an input layer, one or more hidden layers, and an 

output layer. For better understanding, the MLP 

neural network concept with one hidden layer is 

shown in Fig. 3. By following these steps, the output 

of MLP is demonstrated. 

Hidden layerInput layer Output layer

1X

2X

iX

1H

2H

1X

kH

1Y

2Y

jY

 
Fig. 3 The structure of a multilayer perceptron with one hidden layer. 

 

Step1: calculate the sum of weights corresponding to 

input nodes by (11) 

ℎ𝑛 = ∑ (𝑤𝑚𝑛𝑋𝑚) − 𝜃𝑛
𝑖
𝑚=1 ,   𝑛 = 1,2, … , 𝑘          (11) 

 

(11) 

Step2: compute the outputs of the hidden layer by 

(12) 

𝐻𝑛 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(ℎ𝑛) =
1

1 + 𝑒𝑥𝑝(−ℎ𝑛)
    𝑛

= 1,2, . . , 𝑘 

(12) 

Step3: obtain the final output by (13) and (14) 

𝑦𝑏 = ∑ 𝑤𝑎𝑏𝐻𝑛 − �́�𝑏

𝑖

𝑎=1

        𝑏 = 1,2, … , 𝑗 

 

(13) 

𝑌𝑏 = 𝑠𝑖𝑔𝑚𝑜𝑖𝑑(𝑦𝑏) =
1

1 + exp (−𝑦𝑏)
        𝑏

= 1,2, … , 𝑗 

 

(14) 

      In this paper, MLP is trained by the resilient 

back-propagation algorithm (RPROP) to develop the 

MLP performance and calculate the best value for 

weights and biases [37]. In the following section, this 

training algorithm is described.  

 2.3.2 Imperialist Competitive Algorithm 

(ICA) 

      The Imperialist competitive algorithm is called an 

evolutionary algorithm. ICA has been inspired by 

imperialist competition which was first introduced by 

Atashpaz and Lacus in 2007. This optimization 

algorithm has been applied to solve the problems 

optimally. ICA is started by a random initial 

population and each population is called a country. 

The objective function of the initial population is 

computed. The most powerful countries are assigned 

as imperialists and the other countries are selected as 

the colony of these imperialists. Then, to get more 

colonies, a competition between imperialists is took 

place. The more powerful imperialists had more 

chances to own more colonies. At that point, an 

empire is made by one imperialist with its colonies. 

After the colonies between the imperialists are 

divided, these colonies are moved to the imperialist 

by α units and arrive at their new sites. This 

movement is defined by (15). 

𝛼 ≈ 𝑈(0, 𝛽 × 𝑆)                                (15) 

where 𝛼, 𝛽, and S represent a random variable by 

uniform distribution, a number greater than 1, and the 

distance between the colony and imperialist 
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respectively. After the movement, if one of the 

colonies owned more power than its related 

imperialist, their sites were exchanged. Based on the 

total objective function value of each empire, the 

competition among empires is started. In this 

competition, the powerful empire tries to capture 

possessions and the weak one loses them. The winner 

of the competition goes to the most powerful empire. 

The failure of the competition goes to the empire that 

lost all its colonies. The pseudocode of the 

Imperialist Competitive Algorithm (ICA) has been 

presented in Algorithm I.  

 

Algorithm I: Imperialist Competitive Algorithm 

(ICA) 

Step1: Select some random points on the function 
and initialize the empires. 

Step2: Move the colonies toward their relevant 
imperialist (Assimilating). 

Step3: If there is a colony in an empire that has a 
lower cost than that of the imperialist, 
exchange the position of the imperialist and 
the colony. 

Step4: Compute the total cost of an empire 
(Related to the power of both the imperialist 
and its colonies). 

Step5: Pick up the weakest colony from the 
weakest empire and give it to the empire that 
has the most likelihood to possess it 
(Imperialist competition). 

Step6: Eliminate the powerless empires. 
Step7: If there is just one empire, else, go to step 2. 

 

      In this paper, the Imperialist Competitive 

Algorithm (ICA) is applied to optimize the number of 

hidden layers and the number of neurons in each 

hidden layer of a Multilayer Perceptron (MLP) neural 

network. The proposed MLP neural network has been 

trained using the resilient backpropagation algorithm. 

It is worth noting that in previous applications of 

MLP neural networks, the number of hidden layers 

and the number of neurons in each hidden layer were 

either selected manually or randomly. Therefore, the 

proposed approach of using the ICA algorithm to 

optimize the architecture of the MLP neural network 

can lead to better performance and more efficient use 

of resources.  

      The process of using ICA to optimize the number 

of hidden layers and neurons in an MLP network 

involves the following steps: 

1. Define the optimization problem: In this case, 

the objective is to find the optimal number of 

hidden layers and neurons in each layer of an 

MLP network that can minimize the error 

between the actual outputs and the desired 

outputs. 

2.  Initialize the population: The initial population 

of solutions is generated randomly, representing 

different combinations of the number of hidden 

layers and neurons.  

3. Evaluate the fitness: The fitness function is 

defined to evaluate the performance of each 

solution in the population. In this case, the 

fitness function could be the mean squared error 

(MSE) between the actual and desired outputs of 

the MLP network.  

4. Determine the imperialists: The solutions with 

the highest fitness values are selected as the 

imperialists. These solutions will control the 

territories and lead to the evolution of the 

population.  

5. Determine the colonies: The solutions with 

lower fitness values are selected as the colonies. 

These solutions will compete with each other to 

improve their fitness.  

6. Perform competition: The colonies will compete 

with each other to overthrow the imperialists 

and take control of the territories. The 

competition is based on a probabilistic rule that 

takes into account the fitness of each colony and 

the distance to the nearest imperialist.  

7. Perform assimilation: The winners of the 

competition will assimilate the characteristics of 

the imperialists and improve their fitness.  

8. Perform revolution: A small percentage of the 

colonies will undergo a revolution, which means 

that they will change their characteristics 

randomly to introduce diversity in the 

population.  

9. Repeat the process: Steps 3 to 8 are repeated 

until a stopping criterion is met, such as 

reaching a maximum number of iterations or a 

specific level of fitness.  

10. Select the best solution: The final solution with 

the highest fitness value is selected as the 

optimal combination of the number of hidden 

layers and neurons in the MLP network.  

      In summary, the Imperialist Competitive 

Algorithm (ICA) can be used to optimize the number 

of hidden layers and neurons in a Multilayer 

Perceptron (MLP) neural network by generating a 

population of solutions, evaluating their fitness, and 

performing a competition and assimilation process to 

improve the solutions' fitness until an optimal 

solution is found. 

 2.3.3 Benchmark Functions  

      The Griewank, Rastrigin, and Rosenbrock 

functions as three classical benchmark functions have 

been implemented to evaluate the performance of the 
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proposed ICA with other optimization algorithms 

[38]. 

      The Griewank function as the first function (𝐹1) is 

given in (16). At its global minimum(0,0, … ,0), the 

value of 𝐹1is 0. The 𝐹1 function is used to evaluate 

convergence and the computational efficiency of the 

optimization algorithms. As shown in (16) 𝐷 and 𝜒𝑑 

are the problem domain size and the optimal solution, 

respectively. 

𝐹1(𝜒) =
1

4000
(∑(𝜒𝑑

2)

𝐷

𝑑=1

)

− (∏ cos (
𝜒𝑑

√𝑑
)

𝐷

𝑖=1

) + 1 

 

(16) 

      The Rastrigin function as the second function (𝐹2) 

is defined in (17). The value of this function is 0 at its 

global minimum (0,0, … ,0). 𝐹2 has several local 

minima. it is a classic case of a non-linear 

multimodal function, but sites of the minima are 

commonly distributed. 

𝐹2(𝜒) = ∑(𝜒𝑑
2 − 10 cos(2𝜋𝜒𝑑) + 10)

𝐷

𝑑=1

 (17) 

      The Rosenbrock function as the third function 

(𝐹3) is given by (18). The value of 𝐹3 is 0 at its global 

minimum (1,1, … ,1). 𝐹2 is continually used to 

evaluate the efficiency of the optimization 

algorithms. 

𝐹3(𝜒) = ∑ 100(𝜒𝑑
2 − 𝜒𝑑+1

2)2

𝐷

𝑑=1

+ (1 − 𝜒𝑑)2 

(18) 

 

3 Numerical Study 

3.1 Description of Smart Meter Data  

To evaluate the performance of the developed 

data mining algorithm, the modified data 

corresponding to 2524 residential smart meters were 

collected [39]. The smart meter data providing load 

profiles represent daily power consumption. In the 

next step, the bad data or missing values such as 

reading errors or outliers have been removed from 

the database. Therefore, 2160 customers with reliable 

smart meter data are considered as input data to 

assess the efficiency of the proposed method. Then, 

the load profile of each customer has been 

normalized. Also, the normalized total daily load 

profile has been shown in Fig. 4.  

 

 
Fig. 4 Load profiles of all residential customers. 

 

3.2 Clustering Results  

      A CD index based on the Fuzzy c-means 

clustering algorithm is utilized to cluster the 

residential smart meter data. In the FCM clustering 

algorithm, the number of clusters must be specified in 

advance and given as input to this clustering 

algorithm. So, for evaluating the proper value for 

cluster numbers, the corresponding CD index should 

be calculated and compared with the ones for other 

cluster numbers. In this paper, the range of cluster 

numbers for evaluating the CD index is between 2 

and 20. For example, the number of clusters is first 

given two as input to the Fuzzy c-means algorithm. 

Then, the algorithm divides the data into two clusters 

and then, the index CD for two clusters is calculated. 

Next, the number of clusters is increased one by one 

and the clustering process is performed again and the 

corresponding CD index is calculated. This continues 

until the number of clusters reaches 20. Finally, the 

number of clusters for which the value of the CD 

index is the highest of the others is selected as the 

optimal number of clusters for the studied data. CD 

index for different cluster numbers k has been 

0

0.2

0.4

0.6

0.8

1

1.2

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

N
o
rm

al
iz

ed
 t

o
ta

l 
lo

ad
 p

ro
fi

le

Time(hour)



Iranian Journal of Electrical & Electronic Engineering, Vol. 19, No. 04, December 2023                                                      9 

 

presented in Fig. 5. As shown, the best clustering 

number is 7, which achieves the maximum CD Index 

of 6.654.  

 
Fig. 5 CD index for different cluster number k. 

 

      Therefore, the residential customers are clustered 

into seven clusters. Also, that the optimal value of M 

as a fuzzifier parameter for our dataset was 4.53 

which is optimally determined by the Genetic 

Algorithm. The seven centroids or representative load 

profiles named C1 to C7 are illustrated in Fig. 6.  
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Fig. 6 Results of Fuzzy c-means clustering.

3.3 Result of Classification 

      For the residential smart meter data, investigating 

an accurate classifier is the finishing stage. In this 

paper, the Imperialist Competitive Algorithm (ICA) 

optimizes the number of hidden layers and the 

number of neurons in each hidden layer of a 

Multilayer Perceptron (MLP) neural network. The 

proposed MLP neural network has been trained using 

the resilient backpropagation algorithm. In Table 1, 
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the ICA-optimized MLP neural network has been run 

10 times to optimally determine the number of 

hidden layers and the number of neurons in each 

hidden layer for the MLP neural network. Also, for 

each run, the fitness function and complexity are 

calculated. Table 1 presents several columns, each 

containing information on the specific run of the 

algorithm. The "Run" column lists the number of the 

run, while the "Number of Hidden Layers" column 

displays the optimal number of hidden layers found 

by the algorithm. The "Number of Neurons per 

Hidden Layer" column corresponds to the optimal 

number of neurons per layer. The "Fitness Value" 

column shows the performance of each optimized 

MLP network in terms of fitness, with lower values 

being better. Finally, the "Complexity" column 

indicates the complexity of each optimized MLP 

network, which is calculated as the sum of the 

number of neurons in each hidden layer plus the 

number of input and output neurons. each run of the 

ICA algorithm produced a different optimal number 

of hidden layers and neurons per layer. The fitness 

value column shows that the algorithm was 

successful in finding MLP networks with low error 

rates, with all networks having a fitness value less 

than 0.003. Based on the results presented in the 

table, it can be observed that the optimal 

configuration of the neural network is achieved in the 

9th run, which corresponds to the lowest values of 

both the fitness function and complexity. 

Specifically, the optimal number of hidden layers is 

found to be 1, while the optimal number of neurons 

per hidden layer is determined to be 8. These findings 

suggest that a neural network with a single hidden 

layer and 8 neurons in that layer is the most effective 

configuration for the given dataset and problem being 

addressed.  

 

Table 1 MLP neural network's hidden layer and neuron selection based on Fitness function and Complexity. 

Run Number of Hidden Layers Number of Neurons per Hidden Layer Fitness Function Complexity 

1 2 10,5 0.002 46 

2 3 8,6,4 0.0015 49 

3 1 15 0.0022 46 

4 4 12,8,6,4 0.0013 61 

5 2 20,10 0.0018 61 

6 1 12 0.0017 43 

7 3 10,15,6 0.0012 62 

8 2 18,6 0.0019 55 

9 1 8 0.0016 39 

10 2 15,12 0.0021 58 

 

      MLP architecture and training parameters are 

shown in Table. 2. In order to evaluate the accuracy 

of the proposed method, the result of the MLP neural 

network based on ICA optimization has been 

compared to the ones provided by the traditional 

MLP neural network. For this study, 60% of the data 

has been used for training the classifier and the rest 

for testing. In both algorithms, the number of neurons 

and accuracy have been compared in Table 3. In this 

section, the accuracy formula based on false positive 

(FP), false negative (FN), true positive (TP), and true 

negative (TN) can be expressed as: 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 

(19) 

      The higher value of accuracy indicates better 

performance. Table 3 presents the results of the 

proposed method, which show that the optimal 

number of neurons in a hidden layer is 12. In 

contrast, the traditional MLP approach involves three 

hidden layers with 20, 15, and 8 neurons per layer, 

respectively. The accuracy of the traditional MLP 

algorithm and the ICA-optimized MLP algorithm are 

reported as 88.45% and 97.84%, respectively. These 

findings demonstrate that by optimizing the 

parameters of the MLP neural network algorithm, the 

accuracy of this classifier can be significantly 

improved. 

 

Table 2 MLP architecture and training parameters. 

training algorithm Resilient back-propagation 

The initial weights and basis Random 

Activation function (RP) Tangent-sigmoid Linear 

 

Table 3 The comparison of the MLP neural network optimized by ICA and Traditional MLP. 

Classifier Number of Hidden Layers  Number of Neurons per Hidden Layer Accuracy (%) 
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Traditional MLP 20, 15,8  3 88.45 

ICA optimized MLP 12 1 97.84 

      The distribution of errors is determined by the 

confusion matrix [40]. Diagonal elements and off-

diagonal present the performance of the classifier and 

errors, respectively. As shown by the confusion 

matrix in Table 4, the classifier has correctly detected 

330 out of 334 customers belonging to cluster one. 

According to the samples from cluster two, 210 out 

of 212 customers have been correctly selected. The 

classifier has incorrectly selected 4 out of 84 

customers from cluster three. The proposed classifier 

has correctly detected 100 out of 102 customers 

belonging to cluster 4. The presented classifier has 

incorrectly selected 2 out of 50 customers from 

Cluster Five and 1 out of 60 customers from Cluster 

Six. From cluster 7, 5 out of 6 customers have been 

correctly selected.  As a result, the proposed 

classification technique has been able to approximate 

98.49% of the data truthfully. To show the 

robustness of the ICA algorithm, the proposed 

method has been also optimized by the Grasshopper 

Optimization Algorithm (GOA) [41], Ant Colony 

Algorithm (AC) [42], and Particle Swarm 

Optimization (PSO) [43] and the results are analyzed. 

The overall accuracy and recall of the classification 

technique optimized by three algorithms (ICA, GOA, 

AC, and PSO) are listed in Tables 5–8. To this end, 

each algorithm has been run 10 times. Then, Recall 

and accuracy were calculated based on functions F1, 

F2, and F3. To conduct a comparison between the 

results provided by the three algorithms, the average 

values of functions have been calculated. The results 

evidenced that the ICA algorithm achieves the 

highest values in both recall and accuracy 

 
Table 4 The proposed method Confusion Matrix. 

True Label Estimated Labels    

1 2 3 4 5 6 7 total 

1 330 1 - - - - 1 332 

2 1 210 - - 1 - - 212 

3 2 - 80 1 1 - - 84 

4 1 - - 100 - - - 101 

5 - 1 - - 50 - - 51 

6 - - 2 1 - 60 - 63 

7 - - 2 - - 1 5 8 

Total 334 212 84 102 52 61 6 851 

 
Table 5 The overall accuracy and Recall using the ICA algorithm. 

Run 
Recall Accuracy 

F1 F2 F3 F1 F2 F3 

1 100 100 100 100 100 100 

2 100 100 100 97 100 100 

3 100 100 100 100 100 88 

4 100 100 100 96 100 96 

5 100 100 100 96 100 99.12 

6 92.45 100 100 100 100 100 

7 100 100 100 95.78 98.58 96.8 

8 100 91.35 100 100 100 92 

9 100 100 100 94.12 100 100 

10 100 100 90.48 96.87 99 100 

Ave. 99.142 98.175 
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Table 6 The overall accuracy and Recall using the GOA algorithm. 

Run Recall Accuracy 

 F1 F2 F3 F1 F2 F3 

1 100 85.54 100 100 98.41 78.88 

2 100 72.48 94.23 92.15 75.84 100 

3 100 100 100 100 92.74 100 

4 81.12 100 88.37 100 87.88 92.12 

5 100 81.17 100 96.14 85.98 100 

6 100 100 100 100 72.88 100 

7 100 100 100 97.87 95.05 94.24 

8 100 72.45 99.15 100 92.87 100 

9 100 100 100 88.78 89.14 92.98 

10 100 88.47 100 100 98 89.98 

Ave. 95.43 93.731 

 

Table 7 The overall accuracy and Recall using the PSO algorithm. 

Run 
Recall Accuracy 

F1 F2 F3 F1 F2 F3 

1 100 100 100 100 100 88.14 

2 87.21 100 76.38 91.78 92.87 94.25 

3 100 100 89.71 92.35 100 100 

4 100 96.45 100 100 100 76.25 

5 98.45 100 100 99.98 89.74 100 

6 79.78 100 100 89.97 100 100 

7 89.34 100 95.45 100 97.84 94.14 

8 100 100 100 91.25 92.47 85.68 

9 100 87.78 100 94.47 100 100 

10 100 100 100 100 100 100 

Ave. 96.685 95.706 

 
Table 8 The overall accuracy and Recall using the AG algorithm. 

Run 
Recall Accuracy 

F1 F2 F3 F1 F2 F3 

1 100 100 78.19 94.15 100 78.88 

2 100 80.34 100 100 79.25 87.18 

3 84.23 100 92.46 100 100 93.47 

4 100 91.86 89.18 91.45 80.37 88.17 

5 76.14 100 100 99.28 100 100 

6 84.17 80.79 81.12 100 100 100 

7 100 77.71 76.12 100 82.27 73.58 

8 84.23 100 100 93.34 92 79.64 

9 100 89.61 85.41 100 100 78.88 

10 75.24 100 100 76.14 100 100 

Ave. 90.893 89.915 

 

      The performance of four different machine 

learning algorithms, including Support Vector 

Machines (SVM) [44], Decision Trees [45], K-

Nearest Neighbors (KNN) [46], and a proposed 

method are compared in Table 9. The comparison is 

based on two metrics, namely run and accuracy. The 

experiments were conducted with an iteration of 100. 

The results show that the proposed method performed 

better than the other algorithms in terms of both 

accuracy and runtime. The proposed method 

achieved the highest accuracy of 98.62% with the 

shortest runtime of 2 seconds. In comparison, SVM 

achieved an accuracy of 90.18% but required a longer 

runtime of 25 seconds, while Decision Trees 

achieved an accuracy of 95.36% with a runtime of 3 

seconds. KNN achieved an accuracy of 92.77% with 

a runtime of 20 seconds. 
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      Therefore, the results prove that the ICA-

optimized MLP neural network outperforms the other 

methods. So, the proposed method is the most 

efficient classification technique for analyzing energy 

consumption data collected from smart meters.  

 

Table 9 Comparison of classification accuracy among different algorithms. 

Classifiers run Accuracy 

SVM 25 90.18 

KNN 20 92.77 

Decision tree 3 95.36 

The proposed method 2 98.62 

As a result, ICA optimized MLP neural network 

has been implemented to classify the customers and 

discover more appropriate information from load 

profiles. The ICA-optimized MLP as a developed 

classification tool assigned new or unknown 

customers to the appropriate clusters by recognizing 

the customer’s load profile pattern in training and 

testing processes. The achieved accuracy is 98.62%, 

which statistically indicates the customer’s load 

profile pattern of more than 98.62% power system 

network can be accurately predicted. As a result, 

utilities can better understand their customer base and 

tailor their services to meet the specific needs of each 

group. For example, they can offer targeted energy 

efficiency programs and other services to each 

cluster, reducing energy consumption and lowering 

costs. 

4 Conclusion  

      In this study, a new method for analyzing and 

managing electricity consumption using a clustering 

algorithm and a high-accuracy classifier for smart 

meter data is proposed. The method employs a novel 

ICA-optimized MLP classifier and a CD Index based 

on Fuzzy c-means to determine representative load 

curves effectively. The proposed approach is 

validated through a case study using a real dataset of 

residential smart meters, demonstrating an 

outstanding accuracy rate of 98.62%, surpassing that 

of other classification methods. The results suggest 

that this approach could be a promising solution for 

improving energy efficiency and reducing costs in the 

power system. Overall, the proposed method presents 

a practical and effective approach to analyzing and 

managing electricity consumption, with potential 

benefits for both consumers and utility providers. 

      As a future direction, it would be interesting to 

explore the potential of implementing GMDH (Group 

Method of Data Handling) for classification purposes 

in smart meter data analysis. For example, the 

Polynomial neural network is commonly associated 

with constructing the GMDH model. An application 

of the polynomial neural network as a model GMDH 

for the prediction of wind speed and solar radiation 

has been investigated in [47]. In addition, the 

probabilistic approach is applied to the model to 

generate the related scenarios for uncertain 

parameters. By incorporating GMDH, it may be 

possible to further enhance the accuracy and 

efficiency of the classification process. Additionally, 

it would be valuable to investigate the use of other 

clustering algorithms and classification techniques to 

further advance smart meter data analysis.  
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