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Abstract: Impressive development of computer networks has been required precise 
evaluation of efficiency of these networks for users and especially internet service 
providers. Considering the extent of these networks, there are numerous factors affecting 
their performance and thoroughly investigation of these networks needs evaluation of the 
effective parameters by using suitable tools. There are several tools to measure network's 
performance which evaluate and analyze the parameters affecting the performance of the 
network. D-ITG traffic generator and measuring tool is one of the efficient tools in this 
field with significant advantages over other tools. One of D-ITG drawbacks is the need to 
determine input parameters by user in which the procedure of determining the input 
variables would have an important role on the results. So, introducing an automatic method 
to determine the input parameters considering the characteristics of the network to be tested 
would be a great improvement in the application of this tool. In this paper, an efficient 
method has been proposed to determine optimal input variables applying evolutionary 
algorithms. Then, automatic D-ITG tool operation would be studied. The results indicate 
that these algorithms effectively determine the optimal input variables which significantly 
improve the D-ITG application as the time cost of determining optimal DITG variables in 
automatic GA, ICA and ACO based methods has been improved up to 67.3 %, 69.7 % and 
82.2 %, respectively. 
 
 
Keywords: Ant Colony Optimization, D-ITG, Genetic Algorithm, Imperialist Competitive 
Algorithm, Optimization. 

 
 
 
1 Introduction1 
Recently, the computer networks have been extremely 
complicated in software, protocols, equipment and etc 
[1] and lots of efforts have been made to understand the 
behavior of these networks [2]. There are many factors 
affect the network performance, including network 
congestion and load, network equipment and hardware, 
the amount of network users, the power of wireless 
network signal and the operating system used by users 
[3, 4]. In order to evaluate the networks performance 
there are several tools such as DSLProbe [5], 
Asymprobe [6], Spruce [7], Pathload [8], Netalyzy [9], 
Iperf, Netperf, IPtraffic, MGEN and D-ITG which 
measuring the parameters affecting the network 
performance. D-ITG has significant advantages over 
other traffic generators. D-ITG supports IPv4 and IPv6 
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and measures key parameters such as throughput, 
latency, jitter and packet loss in packet level. This tool is 
capable to reproduce various known application 
program traffic (e.g. Telnet, VoIP, DNS and network 
games) and support Transmission Control Protocol 
(TCP), User Datagram Protocol (UDP), Stream Control 
Transmission Protocol (SCTP), Datagram Congestion 
Control Protocol (DCCP) and also Internet Control 
Message Protocol (ICMP) in transfer layer. Besides 
presenting exact outputs, the results are highly 
dependent to input parameters like packet number, 
packet size and packet sending time. Thus, the 
determination of optimal input parameters is a major 
challenge in applying this software. In this research, 
Evolutionary Algorithms (EAs) have been used to 
determine the best value for the Internet Distributed 
Traffic (IDT) and Packet Size (PS) random variables. 
Therefore optimized results can be obtained based on 
these variables. In the following, we will investigate the 
effects of proposed methods to improve D-ITG 
operation. At the second section, the purpose of 
evaluating computer networks performance and their 



102                                                       Iranian Journal of Electrical & Electronic Engineering, Vol. 11, No. 2, June 2015 

effective parameters will be presented. In addition, in 
order to measure computer networks, D-ITG tool will 
be introduced. In the third section, we examine the 
structure of proposed EAs and at the forth section the 
simulation results will be presented. The research 
conclusion is presented at the fifth section. 
 
2 Computer Networks Evaluation using DITG 

Evaluation of computer networks efficiency is 
performed in order to compare the proposed networks 
structures and selecting the best one, based on the 
observable parameters affecting the service quality. 
Generally, the purposes of evaluation the performance 
of computer networks are as following: 

• Determining the criteria of performance of 
existing systems. 

• Modeling of existing systems and systems will be 
proposed in the future. 

• Developing analytical basics. 
• Finding the ways to apply and confirm new 

approaches, e.g. constructing and evaluating 
performance models. 

There are several parameters defining service quality 
including: bandwidth, throughput, average bit rate, 
latency, jitter, bit error rate, packet loss, signal to noise 
ratio, attenuation and line length. Recently, many efforts 
have been made to model internet traffic and derivate 
internet behavioral model. Excessive complication of 
huge topologies and their traffic characteristic have 
made the model analyzing so difficult. In this situation, 
traffic generation and network behavior simulation 
using simulation tools would be an efficient method to 
analyze complicated networks operation. In recent 
years, increasing improvements in traffic generator tools 
lead to a new generation of traffic generators which 
perform simulation, analysis and real traffic generation 
thoroughly. Due to the fundamental differences between 
the traffic generator tools in performance procedures, 
the operational environment, supporting protocols of 
various network layers, architecture and the generated 
output, examining and comparing them would be a 
difficult task. D-ITG is able to generate traffics with 
IPv4 and IPv6 base through accurate repetition of traffic 
load in the internet application programs. Moreover, D-
ITG is capable to measure the network performance 
based on performance measurement common 
parameters such as throughput, latency, jitter and packet 
loss. This tool could apply random models to PS and 
IDT. Determining the distributions of PS and IDT 
random variables make it possible to apply various 
reconstruction processes for packet generating. This tool 
is able to regenerate traffic statistical specifications of 
identified various applications such as Telnet, VoIP, 
DNS and network based games. D-ITG supports TCP, 
UDP, SCTP, DCCP and also ICMP protocols in transfer 
level. Recently, D-ITG supports SCTP and DCCP 
protocols in order to overcome some limitations of UDP 
and TCP [10]. 

The distributed structure of D-ITG traffic generator 
is represented in Fig. 1. This structure is made up of 
four main parts including sender/receiver, logger, 
controller and analyzer. All these platform components 
apply multithread programming [11, 12]. 

Regardless all the benefits of D-ITG mentioned 
above, determining the proper and optimal input 
variables is an important challenge in using of this tool. 
In the next section, we will introduce some different 
EAs to find optimal input variables for improving the 
accuracy of DITG. 
 
3 Review of Proposed EAs for Optimizing D-ITG 

In this section an attempt has been made to use EAs 
for optimizing the performance of DITG. Optimization 
algorithms would lead to the most optimal response by 
reducing the search space and prevent getting stuck in 
local minima by providing the requisite perturbation to 
bring it out of the local minima. 

An effective optimization algorithm would be able 
to find the optimal response without considering the 
initial values of optimization variables. Three of the 
most common EAs and application of them in finding 
D-ITG optimal input variables will be described 
subsequently. 
 

3.1  Optimization Based on Genetic Algorithm 
Genetic Algorithms (GAs) are a family of 

computational models inspired by evolution. These 
algorithms encode a potential solution to a specific 
problem on a simple chromosome-like data structure 
and apply recombination operators to these structures so 
as to preserve critical information [13]. An 
implementation of a GA begins with a random 
population of chromosomes. In our proposed algorithm, 
each chromosome has a length equal to three genes 
named packet size, number of packets and inter 
departure time. Then these chromosomes will be 
evaluated and allocated with reproductive opportunities 
in such a way that those chromosomes which represent 
a better solution to the target are given more chances to 
reproduce. The fitness of each chromosome is 
determined by fitness function. In this research, the 
fitness values of chromosomes are obtained by Eq. (1): 

PacketLossJitterdelay
BitRatebFitness

***
*

γβα ++
=               (1) 

According to above fitness function the final 
purpose is to find the optimal responses in a way that 
maximum bit rate, minimum delay and minimum jitter 
will be achieved. Furthermore, the packet loss would be 
minimized in responses. Thus, it could be guaranteed 
that the best response for the under test network can be 
achieved by resultant D-ITG input parameters. 
Moreover, by choosing appropriate coefficients in 
fitness function, we would be able to determine each of 
four parameters (bit rate, delay, jitter and packet loss) 
weight based on the importance of them in our network. 
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Fig. 1 D-ITG architecture. 
 
 

 
Fig. 2 Flowchart of GA based proposed algorithm. 

 
 

Fig. 2 shows the flowchart of this algorithm. Each 
stage of this flowchart will be described subsequently. 
In the first step of the algorithm all chromosomes are 
evaluated using the fitness function to determine their 
fitness. These fitness values are then used to decide 
whether the chromosomes are eliminated or retained. 
According to the principle of survival of the most fitted, 
the more adaptive chromosomes are kept, and the less 
adaptive ones are discarded in the course of generating a 
new population. After selection has been carried out the 
crossover can occur. This can be viewed as creating the 
next population from the selected chromosomes. 

In one-point crossover, first, one point is selected as 
the reproduction start point. Then, the first chromosome 
left hand genes would be copied in new chromosome till 
the start point of reproduction. Then, the second 
chromosome right hand genes are copied into the right 
hand genes of the new chromosome. In other word, 
swapping the fragments between the two parents 
produces the offspring. After crossover we apply the 
mutation operator. In mutation process, one of the genes 
of the randomly selected chromosome would be 
changed randomly. In our algorithm the mutation rate is 
applied with 1 % probability. 

After the process of selection, crossover and 
mutation is completed, the next population can be 
evaluated. The algorithm continues as described until 
the stopping conditions will be reached. In this case 
reaching a maximum number of iterations or having no 
more improvement (or improvement less than a 
determined threshold) in final results for several 
consecutive iterations may be chosen as stopping 
criteria. At the end of the algorithm, the most fitted 
chromosome would be selected as the optimal solution 
and each of the genes would be regarded as one of the 
D-ITG random variables. 
 
3.2  Optimization Based on Imperialist Competitive 

Algorithm 
Imperialism is the policy of extending the power and 

rule of a government beyond its own boundaries. 
Imperialist Competitive Algorithm (ICA) is a novel 
global search strategy that uses imperialism and 
imperialistic competition process as a source of 
inspiration. This algorithm is based on that in real world 
countries try to extend their power over other countries 
in order to use their resources and bolster their own 
government [14-16]. The block diagram of this 
algorithm is shown in Fig. 3. As shown in this figure, 
ICA starts with some initial countries that are randomly 
dispread in search space. Each country has a vector of 
cultural, social and economical features. Here the 
countries are arrays of three real numbers which each of 
them represents one of the D-ITG input parameters. 
After forming primary countries, the power of each 
country is equivalent to fitness value and is calculated 
by using Eq. (1) [16]. After calculating the power of all 
countries, some of the stronger countries (Nimp most 
fitted countries) in the population are selected to be the 
imperialists and then during a competitive process all 
the other Ncol countries are divided among imperialists 
based on their normalized power. In fact the initial 
number of colonies of each imperialist should be 
directly proportionate to its normalized power. The 
normalized power of an imperialist is defined by [17]: 

1
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Fig. 3 Flowchart of ICA based proposed algorithm. 

 
 
where Cn is the normalized cost of n-th imperialist and 
is defined as difference between the cost of imperialist 
and total cost of all imperialists. The number of colonies 
of each empire is calculated by Eq. (3) [17]: 

}.{. colnn NProundCN =                                                 (3) 

After creating the initial empires, colonies start 
moving toward their relevant imperialist state. This 
process is called assimilation policy. In assimilation, 
each colony moves on the line that connects the colony 
and it's imperialist by x units, which x is a random 
variable with uniform distribution. To creating new 
positions for colonies around the imperialist in different 
directions a random deviation angle θ is added to the 
direction of movement. If this movement causes to find 
a colony with better position (more power) than that of 

imperialist, the colony moves to the position of the 
imperialist and vice versa. 

The total power of an empire is defined by the 
power of imperialist state plus a percent of the mean 
power of its colonies. 

In imperialistic competition, the weakest colony of 
weakest empire would be transferred to the most 
powerful empire and the empires with no colonies 
would be omitted and the imperialist would be added to 
the most powerful empire. As a result of imperialistic 
competition, the colonies of powerless empires will be 
divided among other imperialists and the empire will be 
collapsed. This process would be repeated until just one 
empire remains or a certain amount of decades be 
passed. 

As a result, all the countries converge to a state in 
which there exists only one empire that possesses all 
other countries as its colonies. In this situation the 
imperialist consists of an array of variables which is an 
optimal solution of the problem. In addition to this 
stopping condition, in ICA like other EAs reaching a 
maximum number of iterations (decades) or having no 
improvement in final results for several consecutive 
iterations may be chosen as stopping criteria. In these 
situations, the solution of problem is determined by the 
imperialist of the most powerful empire. 
 
3.3  Optimization Based on Ant Colony Optimization 

Method 
The inspiring source of Ant Colony Optimization 

(ACO) is the foraging behavior of real ants. When 
searching for food, ants initially explore the area 
surrounding their nest in a random manner. As soon as 
an ant finds a food source, it evaluates the quantity and 
the quality of the food and carries some of it back to the 
nest. During the return trip, the ant deposits a chemical 
pheromone trail on the ground. The quantity of 
pheromone deposited, which may depend on the 
quantity and quality of the food, will guide other ants to 
the food source [18]. This algorithm is a repetitive three 
phase algorithm including development of the solution, 
updating process and local research. Different stages of 
this algorithm are shown in Fig. 4. 

At the first step, m ants are distributed uniformly in 
the search area. The optimization process is started with 
some random solutions and then each i-th ant would 
develop a three dimension solution Xi = (x1, x2, x3) for 
three-dimensional problem by developing three normal 
distributions and sampling them [18]. The j-th 
dimension of Ni(μj, sj) normal distribution has the mean 
and variance equal to μj and sj, respectively. To form 
distribution features, each ant needs a guide solution 
(Xguide). For selecting the guide solution, we allocate a 
Pci probability to each ant. Each ant would select the 
best overall solution as guide solution with Pci 
probability and would consider the best solution in its 
memory as the guide solution with 1-Pci probability. 
This process is illustrated in Eq. (4) [19]: 
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Fig. 4 Flowchart of ACO based proposed algorithm. 
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Different Pc values would lead to more variety in ant 
population and so, better results would be obtained. By 
selecting different Pc for each ant, different levels of 
extraction and discovery would be achieved by ants. 
Pc probability is calculated by Eq. (5) [19]: 
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The elements of guide solution are regarded as 
normal distribution mean, so we have [19]: 

1 2 3 1 2 3{ , , } { , , }
ii i i i guide i guide i guide i guideX X X Xμ μ μ μ= = = (6) 

The j-th distribution variance is equal to the guide 
solution distance from j-th dimension of the best 
solution of the other ants multiplied by ρ (Eq. (7)) [19]: 
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Positive ρ is equal in all dimensions and has similar 
effect as the pheromone evaporation rate in ACO. 
Higher values of this parameter would reduce the 
convergence rate of the algorithm. Pheromone 
evaporation rate affects long term memory and causes to 
forget worse solutions more quickly. At the second step, 
the fitness value would be calculated for new solutions 
and for each ant a new solution would be presented. If 
the presented solution by m-th ant be better than the 
solution existing in its memory then the ant’s memory 
would be updated using the new solution. 

In order to increase the accuracy of the algorithm, a 
local research strategy is applied to improve the 
solutions founded by the algorithm. In each repetition, 
the local research process is recalled for the best ant in 
the colony. HJ is a pattern search method being 
presented by Hooke and Jeeves in 1961 and in spite of 
passing a long time, for many local search problems, 
this algorithm is applied as the first choice [20]. HJ 
method selects the solution obtained from overall search 
as a base point and improves it applying discovery 
movement and pattern movement. In discovery 
movement, all base point variables move in predefined 
steps in turn and if no improvement observe, they would 
move toward an opposite direction. Then the pattern 
movement simultaneously repeats all the successful 
changes in the discovery phase. Then the results 
obtained by the movements would be evaluated and in 
case of successful movement; the new point would be 
regarded as the base point. The process is continuously 
repeated till there would be no improvement at any 
dimension. The step size is reduced by passing time and 
the reduction should be in a way that a new pattern 
could be developed by that. A great decrease of the step 
size could result reduction in search process. The final 
search would be stopped when the step size is small 
sufficiently [19]. 
 
4 Experimental Results 

In this section, we present the results of our research. 
The experimental results are provided applying our 
three proposed optimization algorithms on real different 
data sets. These data sets are collected by measuring D-
ITG software output with different inputs on ADSL line 
with 256K speed rate. These algorithms are 
implemented in C#.Net software and the experiments 
have been repeated 100 times. In our three-dimensional 
search space we considered the number of initial 
chromosomes, countries and ants equal to 50. 

In the proposed GA based method the crossover rate 
and mutation rate are considered 50% and 30%, 
respectively. 

In ICA, we consider 5 initial imperialists and ACO 
evaporation rate is equal to 0.45 and the primary step is 
equal to 8, each step would decrease to 1/2. 
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In fitness function the values of b, α, β and γ 
variables illustrate the effects of bit rate, delay, jitter and 
packet loss rate parameters in the fitness function and 
their experimental values are considered 2, 0.01, 2 and 
0.01, respectively. 

These values are defined in a way that optimal 
responses with high bit rate and low delay, jitter and 
packet loss would be achieved. Moreover, these weights 
should be proportionate with the effect of each 
parameter on output value. Thus, since bit rate and jitter 
could have notable effects on network performance, the 
weights should be selected in a way that even their 
negligible change could significantly affect the fitness 
value. 

Fig. 5 illustrates the initial input values in three-
dimensional feature space and Fig. 6 shows their 
corresponding fitness values. The values of fitness 
function and the changes during different iterations for 
GA, ICA and ACO are shown in Figs. 7-9, respectively. 

In order to indicate the promising ability of the 
proposed algorithms in determining the optimal input 
parameters of D-ITG, the best D-ITG input parameters 
obtained by automatic D-ITG, are compared to 
manually results (results obtained by D-ITG with 
manual input parameters). The comparative results are 
shown in Table 1. As shown in Table 1 our proposed 
algorithms have indicated their ability in finding the 
best responses with high fitness values in compare with 
manual method. Moreover, among three proposed 
methods the fitness value obtained by ICA based 
method is greater than the others. On the other hand, we 
compare the speed of convergence of proposed ICA 
based algorithm and related GA based and ACO based 
methods to their desired value of fitness. Results 
obtained from runs of the algorithms when they are 
allowed to executed for a maximum of 200 iterations, 
show that the GA based and ACO based algorithms are 
able to arrive at the desired fitness value in average 11 
iterations, while ICA based technique is able to obtain 
the desired fitness value, in relatively more number of 
iteration (average in 14 iterations). 
 

 
Fig. 5 Simulated data in three dimensional spaces. 

 
Fig. 6 Simulated data fitness. 
 
 

 
Fig. 7 Convergent of the GA toward the fitness best value. 
 
 

 
Fig. 8 Convergent of the ICA toward the best fitness. 
 
 

 
Fig. 9 Convergent of the ACO toward the best value of fitness. 

 

 
Table 2 illustrates the percentage of improvement of 

results obtained by three proposed algorithms in 
compare with the manual method. Finally, experimental 
results show that the automatic D-ITG is able to find the 
best input variables and the final solutions of all three 
proposed algorithms are convergent toward one 
response. 
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Table 1 Manual D-ITG and automatic D-ITG compared to GA, ICA and ACO. 

Number of 
Iterations to 

Achieve 
Convergence 

Testing 
Time [sec.] 

Number of 
Tests Variance Mean Minimum 

Fitness 
Maximum 

Fitness Methods 

- 10000 300 127239.4 3072.959 223.2519 130312.4 Manual D-ITG  

11 3270 104 85965.81 44346.64 11811.38 130312.4 Automatic D-ITG 
by GA 

14 3030 77 79539.79 60080.65 33607.2 130312.4 Automatic D-ITG 
by ICA 

11 1780 54 90012.71 40299.69 17022.08 130312.4 Automatic D-ITG 
by ACO 

 
 
Table 2 Comparing the introduced methods improvements to the manual one. 

Percent Improvement 
in Testing Time 

Percent Improvement in 
Number of Tests Mean to Variance Ratio Methods 

67.3% 65.34% 0.51 Automatic D-ITG by 
GA 

69.7% 74.34% 0.75 Automatic D-ITG by 
ICA 

82.2% 82% 0.44 Automatic D-ITG by 
ACO 

 
 
 

6 Conclusion 
In this paper, GA, ICA and the ACO have been 

applied in order to obtain the best D-ITG input 
parameters and to present automatic solution to analyze 
the network performance parameters. These algorithms 
are implemented on data derived from 256K ADSL line. 
By using the proposed methods, it was shown that all 
three algorithms were able to determine the optimal 
values of D-ITG input parameters with a high accuracy. 
Results show the promising ability of these algorithms 
in automating the D-ITG traffic generating tool. The 
results indicated that the algorithms would find the 
optimized variables in predetermined ranges and would 
improve the experiments time and number of test in 
compare with the manual method. The results illustrated 
that the ACO has a higher improvement percentage in 
relation to the GA and ICA. 
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